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Abstract

Arctic has experienced unprecedented climate changé in the past two decades. Better
understanding of these changes will contribute to better understanding of the global
climate system due to the importance of Arctic climate system in the global climate
system. Based on the combinations of conventional, satellite, and reanalysis data, this
study quantifies the dramatic changes in the surface, atmosphere, and cloud cover in the
Arctic in the past two decades, and investigates their connections to changes in the large-
scale circulation. An explanation of cloud cover changes in the Arctic in four seasons is
proposed and tested. The influence of trends in cloud cover on the surface temperature
trends is quantified.

Arctic surface temperature, total cloud, heat and moisture convergence, and sea ice
concentration are changing in ways that are a function of se;clson and geographic regions.
For surface temperature, a significant cooling trend over the Arctic Ocean in winter, and
a significant warming trend in the Arctic in spring and summer from 1982 to 2000 are
found. Surface temperature trends under clear-sky and cloudy conditions have similar
patterns as the all-sky trends, and the magnitude of the trends under cloudy conditions is
smaller than those under clear-sky conditions, which demonstrate the negative feedback
of clouds on the surface temperature trends. Consistent with the surface temperature
trend, trends in total cloud cover show a significant negative trend over the Arctic Ocean
in winter, and generally a positive trend in the Arctié in spring and summer. These trends
cannot be explained completely by changes in the Arctic Oscillation. Clear-sky

temperature inversion strength during the cold season (November to March) in the Arctic
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from 1980 to 1996 is estimated by a new 2-channel statistical algorithm based on satellite

data. Both increasing and decreasing trends are found in the cold season for different
regions. Strong coupling exists between changes in surface temperature and changes in
inversion strength, but the trends in some areas appear to be a result of advection aloft
rather than warming or cooling at the surface.

Changes in cloud cover influence surface temperature changes observed from
satellites. The all-sky surface temperature trend can be partitioned into two parts: the first
part is related to the combination of the surface temperature trends under clear-sky and
cloudy conditions; the second part is caused by the cloud cover change and the surface
teﬁperaMe difference between cloudy and clear-sky conditions. The relative importance
of these two parts differs seasonally, with the second part more important in winter, and
the first part more important in spring, summer and autumn.

The mechanisms behind the total cloud cover changes vary with region and season.
Moisture convergence in winter from 1982 to 1998 shows a significant negative trend
over the northern Kara and Barents Seas to the pole (75-90 °N, 45-90 °E). Over this
region, correlation coefficients between monthly anomalies in the cloud cover and the
moisture cbnvergence are relatively large and statistically significant. As moisture
advection is the most important source of clouds over the Arctic Ocean in winter, the
decreasing moisture convergence results in less cloud formation, possibly as a result of
weakening cyclonic activity. Less cloud over this region leads to less cloud cover over
the central Arctic Ocean in that less cloud is advected westward in the cyclone track. In

spring and summer, increasing cloud cover is related to increasing moisture convergence
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due to increasing cyclonic activity. Increasing surface evaporation due to decreasing sea
ice concentration in spring, summer, and autumn may also contribute to increasing cloud

COVeEr.
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1 Introduction

Global climate has experienced dramatic changes in the past decades. The global
average surface temperature has increased by 0.6+£0.20 °C since the late 19th century.
The 1990s was very likely the warmest decade in the instrumental records since 1861
(Houghton et al. 2001). Since 1979, observations from both satellite and balloon have
shown a warming in the global middle-to-lowcr troposphere, and a cooling in the
stratosphere. Over many regions of the Northern Hemisphere, the total atmospheric water
vapor content has increased at a rate of several percents per decade. Since the beginning
of the observational record, the water vapor in the lower stratosphere has increased about
10% per decade. The observed global average sea level based on tide gauge data rose by
1.0 to 2.0 mm/year during the 20th century.

Atmospheric circulation has been varying in the past decades, well expressed by the
changes in the North Atlantic Oscillation (NAO) and the Arctic Oscillation (AO)
(Thompson and Wallace 1998, 2000; Thompson et al. 2000). The NAO, which describes
a positive relationship between the strength of the Icelandic Low and the Azores High,
has been in a generally i)ositive phase since about 1970. The positive (negative) mode of
NAO is associated with northerly (southerly) wind over Greenland and eastern Canada,
with negative (positive) temperature anomalies. In addition, west to southwesterly
(northwesterly) winds tend to advect warm, moist (cool and dry) air into northern Europe
and Scandinavia. The AO, which depicts a strong center of mean sea level pressure

anomaly over the central Arctic Ocean and weaker centers of opposing sign over the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



, , 2
Atlantic and Pacific basins, has been generally positive since the early 1970s. The NAO

can be considered as a major part of the AO and correlation between these two is very
significant. Many variations in the atmospheric parameters (e.g. temperature, sea level
pressure) can be partly explained by variations of the atmospheric circulation.

General circulation models (GCM) predict that the. effects of anthropogenic
greenhouse warming will be amplified in the northern high latitudes dué to feedback
associated with the high albedo of snow and ice (Manabe et al. 1992). In recent decades,
the largest temperature incfeases have occurred over 40 to 70 °N. By using the data set

~ from Jones (1994), Serreze et al. (2000) shows that the temperature over the period 1966-
1995 has increased markedly over the Eurasian and northwest North American land
masses, and increases have been smaller or negative over the ocean basins. Satellite

 records show that annual snow cover in the Northern Hemisphere has decreased by 10%
(Groisman et al. 1994), and the extent of sea ice has decreased by 2.9+/-0.4 v% per decade
through 1996 (Cavalieri et al. 1997). By examining changes in sea level pressure over the
Arctic Ocean during 1979-1994, Walsh et al. (1996) found reduction in sea level pressure
over the period 1987-1994 compared with the previous eight-year period.

Arctic climate changes can affect the global climate in various ways. A warming
surface melts the sea ice and reduces the surface reflectivity, which in turn causes more
solar energy absorption at the surface and more warming. This regional warming
accélerates warming at the global scale. The second feedback through which Arctic
processes can amplify changes in global climate is through alterations in ocean

circulation patterns. The possible slowing thermohaline circulation due to the warming
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3
Arctic would have higher concentration of carbon dioxide in the atmosphere, leading to

“warmer atmosphere. The pdssible slowing thermohaline circulation would also cause
regional cooling through less northward transport of heat by Atlantic Ocean currents. The
potential thawing of the permafrost in the Arctic could release tremendous stores of
carbon into the atmosphere and in turn cause more intense global warming. Becauée of
the importance of the Arctic climate to the global climate, better understanding of the
Arctic climate sSIstem leads to better understanding of the glbbal climate system.

Better knowledge of the Arctic climate system needs long-term consistent
observations, and improved understanding of all the feedbacks in the Arctic climate
system. Observational datasets that span significant temporal and spatial scales are
needed to support climate and environmental ;:hange investigations. Unfortunately, in-
situ observational data in the Arctic are sparse due to the paucity of station data in the
Arctic and the presence of a dynamic sea ice cover. The climate system is particularly
challenging since it is known that components in the system are inherently chaotic. The
non-linear processes include the basic dynamic response of the climate system and the
interactions between the different components. The important feedbacks in the Arctic
include snow/ice albedo feedback, water vapor feedback, and cloud-radiation feedback.
The most important factor in understanding the Arctic climate system is the ability to
understand and model cloud and radiation processes and their interrelationship with
atmospheric dynamics and the underlying boundary. Polar cloudiness and microphysics
are important, but are poorly simulated parameters in climate models (Randall et al.

1998; Vavrus 2004).
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4
Satellites provide an appealing opportunity to monitor Arctic changes and study the

complicated feedbacks. Polar-orbiting platforms view the high latitudes frequently with
high spatial resolutlons producing high quality retrieval products. These retrieval
products have been used to study recent trends in the Arctic surface temperature, sea ice
cover, Snow covér, cloud, and radiation fields at the surface and at the top of the
atmosphere in the past 20 years.

Low-level atmospheric temperature inversions are a dominant feature of the
atmospheric temperature field in thé Arctic. Temperature inversions influence the
magnitude of heat and moisture fluxes through openings in the sea ice, the depth of
vertical mixing in the boundary layer, aerosol transport, surface wind velocity, and sea
ice movement. Previous knowledge of temperature inversions is all derived directly from
the sparse radiosonde data in thé Arctic, however no temperature inversion information
has been derived from the satellite data. Can satellite data be used to study the
temperaMe inversion of the Arctic and its climatology?

Wang and Kéy (2003, 2005b) investigated the spatial and temporal characteristics
and recent trends of Arctic surface, cloud, and fadiation properties from 1982 to 1999
based on the extended AVHRR Polar Pathfinder (APP-x) product. For the all-sky surface
temperature, they found a cooling trend in winter over the central and eastern Arctic
Ocean, and mainly warming trends in spring, summer and autumn. GCM sirhulatidns
predict that the increase of surface air temperature in response to a gradual increase of
atmospheric carbon dioxide is at a maximum over the Arctic Ocean and its surroundings

in the late fall and winter, and at a minimum in summer (Manabe et al. 1992). There is
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discrepancy between the observations and model predictions. Wang and Key (2003,

'2005b) also found increasing cloud fraction in spring and summer, and attributed these
trends to increasing cyclonic activities; they found significant decreasing cloud frafction
over the central Arctic region in autumn, and over most of the Arctic in winter. During
the same time period, the Arctic cyclone activities in winter have been increasing. in
terms of cyclone frequency and inteflsity (Serreze et al. 1997; Key and Chan 1999,
McCabe et al. 2001; Zhang et al. 2004). This raises the question of why there is
decreasing winter cloud cover over the Arctic Ocean while stronger cyclones transport
more moisture into the Arctic to form clouds.

This study attempts to monitor Arctic changes and study feedbacké by utilizing
satellite data with high spatial and temporal resolutions over the whole Arctic. For the
purpose of monitoring Arctic changes, clear-sky temperature inversion strength and
inversion dépth in the Arctic are retrieved by a newly developed 2-channel statistical
algorithm based the satellite data, and the new algorithm is applied to derive a 17-year
time series, 1980-1996, of the clear-sky temperature inversion strength during the cold
season (November to March). For the purpose of studying the feedbabks, the relationship
between the changes in inveréion strength and surface temperature4 is investigated; a
hypothesis to explain the decreasing cloud cover over the Arctic Ocean in winter is
proposed and tested; an(i the inﬂuencve_ of changes in cloud cover on recent surface

temperature trends in the Arctic is examined.
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2 Data and Methodology
2.1 Data

The Arctic has historically been one of earth’s most scientifically under-investigated
regions, but recently the importance of cloud-radiative interactions to global climate has .
been highlighted and research activities in this region have been increased. However,
because of the inaccessibility of the Arctic Ocean and harsh conditions in the Arctic,
conventional meteorological observations are sparse in the Arctic, and do not cover the
Arctic Ocean well. Little observational data exist on Arctic clouds, especially during the
dark winter season. Due to the high spatial and temporal coverage of the high latitude
regions, satellites pfovide an appegling opportuﬁity to measure surface and cloud
characteristics in the Arctic. Atmospheric reanalysis assimilates observational data from

diverse sources into a numerical model to provide multi-field products.
2.1.1 Conventional Observations

The radiosonde data in this study is from Historical Arctic Radiosonde Archive
(HARA) (Kahl et al. 1992b), which comprises over 1.5 million vertical soundings of
temperature, preséure, humidity and wind, representing all available radiosonde ascents
from Arctic land stations north of 65°N from the beginning of the record through 1996.
Radiosonde data from the series of former Soviet Union drifting ice stations during the

period 1954-1990 are also included. All the soundings are processed with quality controls
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7
using the method described by Serreze et al. (1992), after the radiosonde data is adjusted

according to method developed by Mahesh et al. (1997). Twice-daily sounding data from

1980 to 1996 from 61 land stations (Figure 2.1) and the drifting ice stations are used.
2.1.2 Satellite Products

The Advanced Very High Resolution Radiometer (AVHRR) is catried aboard the
National Oceanic and Atmospheric Administration’s (NOAA) Polar Orbiting
Environmental Satellites (POES) series since 1978 and is a broad-band, 5-channael
scanning radiometer, sensing in the visible, near-infrared, and thermal infrared pbrtions
of the electromagnetic spectrum. The original AVHRR data from the NOAA7, 9, 11 and
14 satellites were processed to create the AVHRR Polar Pathfinder (APP; Fowler et al.
2000, Meier et al. 1997) data set, which consists of twice-daily composites
(approximately 04:00 and 14:00 local solar times for the Northern Hemisphere) for the
followiﬁg parameters: channel reflectance and brightness temperatures, clear-sky surface
temperature and albedo, viewing and illumination angles, cloud and surface masks in the
format of 5 km spatial resolution Equal Area Scalable Earth-Grid (EASE-Grid). The data
set covers the whole Arctic (60 degree poleward).

The APP-x dataset extends the AVHRR Polar Pathfinder product to include cloud
optical depth, cloud particle phase and size, cloud-top temperature and pressure, all-sky
surface temperature and broadband albedo, and radiative fluxes daily at 04:00 and 14:00
local solar time. Parameters in the APP-x dataset are at horizontal resolution 25-km

EASE-Grid, and are available from 1982 to 2004. Retrievals were done with the Cloud
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and Surface Parameter Retrieval system (Key 2002; Key et al. 2001; Key and Intrieri

2000), which was specifically designed for polar AVHRR daytime and nighttime data.
Cloud detection is done with a variety of spectral and temporal tests optimized for high-
latitude conditions (Key and Barry, 1989). The clear-sky surface skin temperature is
retrieved using a split-window technique (Key and Haefliger 1992; Key et al. 1997). A
regression model was developed to estimate the cloudy-sky surface temperature from
nearby clear-sky temperatures, wind speed, and sélar zenith angle (day time) (Key and
- Wong, 1999). In terms of the annual cycle of the total éloud fraction, the APP-x dataset
provides the best cloud fraction estimation among the other satellite retrievals regarding
the comparisons with surface observations and literature study (Wang and Key 2005a).
The APP-x parameters have been validated with data collected during the Surface Heat
Balance of the Arctic Ocean (SHEBA) field experiment in the western Arctic (Key et al.
2001; Maslanik et al. 2001; Stroeve et al. 2001; Key and Intrieri 2000; Wang and Key
2003). The comparison between APP-x dataset and SHEBA ship measurements show a
0.2 K bias and a 1.98 K of root-mean-square (RMS) error in the surface skiﬂ temperature
(Wang and Key 2005a). Surface temperature trends from APP-x were compared with
those from 41 Arctic meteorological stations and were found to be in good agreement
(Wang and Key 2003). Wang and Key (2003) investigated the consistency of the APP-x
products from different NOAA polar orbiting satellites over the period, and they found no
observable bias.

The/ Television and infrared Observation Satellite (TIROS) Operational Vertical

Sounder (TOVS) instrument has flown continuously on NOAA POES since 1979. Two
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of the three TOVS radiometers were used to create the TOVS Polar Pathfinder (TOVS

Path-P) data set: the high-resolution infrared radiation sounder (HIRS), with one visible
and 19 infrared channels, and the microwave sounding unit (MSU), with four channels.
To convert these radiances into geophysical variables, the Improved Initialization
Inversion ("3I"; Chedin et al. 1985) method was used, and it was modified to improve its
performance over snow and ice (Francis 1994).

The products contained in Path-P include standard TOVS retrievals such as air
temperatures at 50,70, 100, 300, 400, 500, 600, 700, 850, 900 hPa,. layer-average
precipitable water in S layers 300-400, 400-500, 500-.700, 700-850, 850-surface, surface
skiﬁ temperature, effective cloud fraction, cloud-top pressure and temperature daiiy ata
horizontal resolution of 100 km of the EASE-Grid. This product covers the whole Arctic
(60 degree poleward) since 1979. The TOVS Path-P products have been validated
extensiVely with data from Russian NP stations in the ice-covere(d Arctic Ocean and from
the SHEBA field experiment (Schweiger et al. 2002).

HIRS brightneés temperatures (BT) at 7.3 pm and 11 pm arei used in this study to
retrieve the clear-sky inversion strength. The HIRS data used in this study includes
NOAA-6 (1979-1982), NOAA-7 (1983-1984), NOAA-9 (1985-1986), NOAA-10 (1987-
9/16/1991), NOAA-11 (9/17/1991-1994) and NOAA-12 (1995-1996) data. The spatial
resolution of the original HIRS brightness temperature data is 17 km at nadir. Cloud
detection tests from the 3I algorithm (Francis (1994), Stubenrauch, 1999) are applied to

distinguish clear from cloudy scenes.
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The NASA Goddard Space Flight Center (GSFC) sea ice concentration data set

(Cavalieri et al. 2005) derived from the Nimbus-7 Scanning Multichannel Microwave
Radiometer (SMMR) and the Defensé Meteorological Satellite Program's (DMSP)
DMSP-F8, -F11 and -F13, Special Sensor Microwave/Imager (SSM/I) has been
generated using the NASA Team algorithm. It is designed to provide a consistent time
series of sea ice concentrations (the fraction of ocean area covered by sea ice) spanning
the coverage of several passive microwave instruments. The data set currently includes
daily and monthly averaged sea ice concentrations derived from Nimbus-7 SMMR and
DMSP-FS, -F11 and -F13 SSM/I daily brightness temperatures at the SSM/I polar
stereographic grid (25 x 25 km), and are converted to a horizontal resolution of 25 km of
the EASE-Grid. The data set begins October 1978 and continues through December

2004.
2.1.3 Reanalysis Product

A reanalysis is created by the assimilation of observational data into a “frozen”
numerical model. The initial guess for the reanalysis is the model’s short-range forecast
made from previous reanalysis. The output of a reanalysis product include cc;nsists of
assimilation system’s control variables such as wind, temperature, aﬁd pressure, and the
model-computed fields of cldudiness, precipitation. The computed fields have more
uncertainty than the control variables, since they are dependent on the physical

parameterizations in the model.
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Reanalysis product used in this study is the ERA40 reanalysis (Uppala et al. 2005)

| from European Centre for Medium-Range Weather Forecasts (ECMWF). Most of the
ERA-40 archived output is available monthly, daily, and four times daily at a resolution
of 2.5-degree latitude by 2.5-degree longitude from September 1957 to August 2002. The
daily and monthly fields in ERA40 include parameters at surface (2-meter temperature,
total cloud cover, surface evaporation, sea level pressure, etc.); wind, temperature,

humidity etc. at 23 pressure levels from 1000 to 1 hPa.

2.1.4 Combination of Satellite Retrieval an Reanalysis Product: Moisture and

Heat Convergence

By combining daily satellite precipitable water retrievals from the TOVS Path-P data
set with wind and surface pressure fields from the NCEP-NCAR reanalysis, Groves and
Francis (2002a, 2002b) created a data set of the Arctic atmospheric moisture budget at a
horizontal resolution of 100 km EASE-Grid daily from 1979 to 1998. This data set
compares well with rawinsonde-derived moisture transport and reanalysis products, and
captures spatial and temporal variability that other data sets cannot owing to the sparse
coverage of the conventional observation network in the Arctic Ocean. The daily 19-year
data set provides vertically integrated precipitable water flux convergence (moisture
convergence hereinafter) from surface to 300 hPa. The moisture convergence is

expressed as (—V-F)/py, where F is the vertically integrated precipitable water mass flux.
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Daily fields of sensible heat budget are also calculated from Path-P temperature and

NCEP-NCAR reanalysis upper-level winds for 5 tropospheric layers between surface and

300 hPa. And this heat convergence data is available from 1979 to 2001.
2.1.5 Pre-processing of the Data before Analysis

Parameters in the APP-x data set are available daily at 04:00 and 14:00 LST from
January 1982 to December 2004 at a horizontal resolution of 25-km. Monthly means of
cloud cover, cloud phase, cloud optical depth, and surface temperature under cloud-free,
cloudy, and all-sky conditions are calculated from the daily data. The monthly means are
sub-sampled to 100 km resolution EASE-Grid by average. At least 10 daily values in a
month are required in the calculation of the monthly means of the surface temperature
under cloud-free and cloudy conditions. Due to the high cloud cover in the Arctic, the
daily cloud-free and cloudy data are sub-sampled to a 100 km grid by average to meet
this requirement. Seasonal means are calculated based on the monthly means in winter
(December, January, and February), spring (March, April, and May), summer (June, July
and August), and autumn (September, chober, and Noyember).

Parameters in and from the TOVS Path-P dataset are available daily at a horizontal
resolution of 100-km. Monthly means of cloud cover, and surface temperature under
cloud-free are calculated from the daily data. Seasonal means are calculated based on the
monthly means. Monthly means and seasonal means of moisture and heat convergence
are calculated in the same way. The moisture convergence is from January 1980 to

December 1998, and the heat convergence is from January 1980 to December 2001.
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Monthly means of sea ice concentration from January 1980 to December 2004 are

derived from the sea ice dataset directly, and seasonal means are calculated based on the
monthly means.

Parameters in the ERA40 reanalysis are from Seﬁtember 1957 to August 2002 at a
resolution of 2.5-degree latitude by 2.5-degree longitude. Monthly means of 2-m air
temperature, total cloud cover, sea level pressure, surface wind, and surface evaporation
are derived from the dataset directly, and seasonal means are calculated base on the
monthly means.

Monthly anomalies of ‘each parameter are calculated as the difference between the
monthly mean and the mean of monthly means in each individual month. Trend of the
monthly anomalies of éach month is extracted for the elimination of the trend effect in
the monthly anomalies.

All the parameters used in this study are listed in Table 2.1.
2.2 Methodology
2.2.1 Trend Analysis

Monthly and seasonal trends of each parameter are derived based on the monthly and
seasonal means. Trend analysis were performed using least square fit regression, where
the trend value is the slope of the regression line. For each trend, an F-test value of

significance is computed.
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The linear Pearson correlation coefficient between two parameters is calculated

based on the time series of monthly or seasonal anomalies of these two parameters. For

each correlation coefficient, a student t-test confidence level is calculated.
2.2.2 Retrieval Algorithm of Clear-sky Inversion Strength and Depth

- Low-level atmospheric temperature inversions are nearly ubiquitous at high latitudes
during the polar winter, and are the dominant feature of the atmospheric temperature field
in the Arctic (Curry et al. 1996). They may result from radiative cooling, warm air
advection over a cooler surface layer, subsidence, cloud processes, surface melt, and
topography (Vowinkel and Ofvig 1970; Maykut and Church 1973; Busch et al. 1982;
Curry 1983; Kahl 1990; Serreze et /al. 1992). Temperatu;fe inversions inﬂuencer the
magnitude of heat and moisture fluxes through openings in the sea ice (“leads”), the
depth of vertical mixing in the boundary layer, aerosol transport, photochemical
destruction of boundary-layer ozone at Arctic sunrise, surface wind velocity, and lead
formation (Andreas 1980; Andreas and Murphy 1986; Bridgman et al. 1989; Barrie et al.
1988; Barry and Miles, 1988). Knowledge of inversion characteristics is therefore
needed for process studies and modeling, e.g., for simulating the movement of sea ice
(Overland 1985‘;’ Hibler and Bryan 1987).

A number of recent studies have investigated the characteristics of polar temperature
inversions based on radiosonde data. Kahl (1990, 1992a) examined the climatological

characteristics of low-level tropospheric temperature inversions based on radiosonde data

from two coastal weather stations. Serreze et al. (1992) investigated the seasonal and
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regional variations in characteristics of the Arctic low-level temperature inversion using

radiosonde data from Arctic inland and coastal sites and Soviet drifting stations. Bradley
et al. (1992) examined the annual cycle of surface-based inversions at nine Arctic
weather stations based on radiosonde data. Stone and Kahl (1991) examined Antarctic
temperature inversions. All of these studies used radiosonde data to characterize the
temporal distributions of inversions. However, temperature inversion information is
spatially incomplete, being limited to point measurements at coastal and interior
meteorological stations.

Amplified warming in the northern high latitudes is a pervasive feature 6f general
circulation model simulations with enhanced greenhouse forcing. This amplified
warming is partly due to the temperature-albedo feedback associated with the retreat of |
snow and sea ice (IPCC, 2001). In addition; the breakdown of the shallow but steep near-
surface temperature inversions in the polar regions is another possible factor contributing
to polar ampliﬁcation (Chapman and Walsh, 1993). Studies of trends in temperature
inversion characteristics are therefore needed to improve our understanding of polar
amplification, and some work has been done in this area. The decreasing trend in
midwinter surface-based inversion depths along a transect from Alaska té the Canadian
high Arctic for fhe period 1966 to 1990 was investigated by Bradley and Keimig (1993),
Walden et al. (1996), and Bradley et al. (1996). A long-term increasing trend of low-
level temperature inversion strength was found over the Arctic Ocean from 1950 td 1990
based on radiosonde data from Russian drifting stations, and dropsonde data from U.S.

Air Force “Ptarmigan” weather reconnaissance aircraft (Kahl and Martinez, 1996).
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However, these studies were limited in their spatial extent and did not include the 1990s,

a period in which rapid changes have been observed.

Satelﬁte—bome sensors provide an opportunity to monitor the clear-sky temperature
inversions in the polar regions. Liu and Key (2003, hereinafter referred to as LKO03)
developed an empirical algorithm to detect and estimate the characteristics of clear-sky,
low-level temperature inversions using data from the Moderate Resolution Imaging
Spectroradiometer (MODIS) on the Terra and Aqua satellites (King et al. 2003).
However, MODIS does not yet provide a long enough record for climatological analyses.
The TIROS-N Operational Vertical Sounder (TOVS) has observed the Earth’s surface
and atmosphere since 1979 with spectral channels similar to those used in the MODIS
algorithm, and therefore provides an opportunity to study changes in temperature
inversions over the last two decades. In this paper we adapt the empirical MODIS
method to the High Resolution Infrared Radiation Sounder (HIRS), which is part of the
TOVS instrument, for the period 1980-1996. Of primary interest are the spatial
distribution and trends in inversion strength (INVST), defined as the temperature
difference between the top of the inversion and the surface. Results are restricted to
clear-sky conditions during the cold season (November through March) in the Arctic.

There are many different definitions of the inversion layer in the literature (Bilello,
1966; Maxwell, 1982; Kéhl, 1990; Serreze et al., 1992; Bradley et al., 1992). In this
study, for each sounding that contains an inversion, the inversion base is deﬁned by the
station elevation and the inversion top is the atmospheric level with the maximum

temperature between the surface and the 700 hPa level. Isothermal layers at the base, top,
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or embedded within an inversion layer are included as a part of an inversion, as are thin

layers with a negative lapse rate, provided that they are not more than 100 m thick. With
these criteria, both surface-based inversions (Bradley et al., 1992) and elevated inversions
(Serreze et al. 1992) are included in this study, as long as the surface is colder than the
maximum temperature below 700 hPa. The inversion strength is defined as the
températﬁre difference between the inversion top and the surface; inversion depth is
defined as the altitude difference between the inversion top and the surface. Figure 2.2
shows a typical‘ temperature broﬁle with a temperature inversion, and the inversion
streng;ch and depth are indicated. We note that inversion strength can also be defined as a
ratio of the temperature and altitude differences across the inversion, but we use the

simpler definition to be consistent with the studies cited above.
2.2.2.1 Theoretical Basis

Theoretically, the clear-sky temperature inversion strength and depth can be
retrieved from satellite data (Liu and Key 2003). The MODIS on the Terra and Aqua
satellites is used as an example to demonstrate this statement.

Upwelling thertﬁal radiation measured by satellite sensors is a function of the
atmospheric transmittance at a given wavelength and the atmospheric temperature. The
channel weighting function, which is the derivative of transmittance with respect to
pressure, describes the degree to which radiation emitted at various vertical levels

contributes to the upwelling radiance.
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Figure 2.3 gives the relative weighting functions for MODIS channels 27 (6.7 um),

28 (7.2 pm), 31 (11 um), 33 (1'3-3 um) and 34 (13.6 um), calculated for the subarctic
winter standard atmosphere. Channels 27 and 28 are water vapor channels; 31 is a
window channel; 33 and 34 are carbon dioxide channels. The peaks of the weighting
functions for the 6.7, 7.2, 11, 13.3, and 13.6 um channels are approximately 600 hPa, 800
hPa, the surface, 950 hPa, and 900 hPa, respectively. Because the weighting functions are
broad and represent an average radiance contribution from a layer, the measured
brightness temperature is sensitive to a relatively thick layer. The weighting functions
will be somewhat different for different absorber amounts and atmospheric pressure, the
latter being a function of surface elevation.

As Figure 2.3 shows, the brightness temperature of the window channel at 11 um,
BT, will be most sensitive to the temperature of the surface. The 7.2 pm water vapor
channel brightness temperature, BT7,, is most sensitive to temperatures near 800 hPa.
The magnitude of the brightness temperature difference (BTD) between the >7.2 pm and
11 pm channels, BT;,-BT;, will therefore be proportional to the strength of temperature
differenceb between the 800 hPa layer and the surface, which is related to the inversion
strength. This should also be true for the two 13 um carbon dioxide channels. The 6.7 um
water vapor channel peaks near 600 hPa, so BTs7-BT; can also provide information
about inversion strength. In the Arctic and the low elevation areas of the Antarctic, the
temperature inversion top is typically below 700 hPa (Serreze et al., 1992; Bradley et al.,
1992), so BT7,-BTi; will better represent the inversion strength than will BTg7-BT);.

BT7,-BTy; is also more effective than BT)33-BT); and BTi36-BT); in providing
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information on inversion strength because the surface contribution is larger at 13.3 pum

and 13.6 pm than at 7.2 pm. On the Antarctic plateau where the surface pressure is
typically 600-700 hPa, water vapor amount is low, and inv¢rsions are strong and deep,
both BT7,-BT;; and BTs7-BT1; can provide useful information on inversion strehgth. The
brightness temperature difference is not only a function of the temperature inversién
strength, but also the inversion depth. |

To iliuminate the relationship between BTDs and both inversion strength and
inversion depth, the radiative transfer model Streamer (Key and Schweiger, 1998) is used
to simulate MODIS brightness temperatures. The model can simulate the brightness
temperature at each MODIS infrared channel for each radiosonde temperature and
humidity profile. Simulations and subsequent analyses with observations are done
separately fof low and high elevation surfaces. On average, inversion properties are
different for low- and high-altitude locations because of the climatological ranges in
surface temperature, atmospheric water vapor, and, of course, surface 'pressure.
Therefore, weighting functions and the relationship between inversion characteristics and
BTD:s also differ.

Figure 2.4 shows the simulated relationship between dif%erent BTD pairs and the
temperature inversion strengtﬂ for high and low surface elevation conditions. There are
strong linear relationships for all channel pairs and Both surface elevation categories.
Simulated BTD pairs and the temperature inversion depth for high and low elevation
surfaces also show linear relationship. For high elevation surfaces the relationships are

weak, especially when the BTD is large. For low elevation surfaces the linear
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relationships are stronger. For both elevation categories, larger BTDs indicate greater

inversion depth.

Based on the simulated relationships, it appears that MODIS data can, in theory, be
used to estimate inversion strength and inversion depth. Is this also true for H]RS data?
Weighting functions for the 6.7 pm, 7.3 pm, 11 pm, 13.3 um, and 13.6 pm channels of
HIRS data based on a subarctic winter standard atmosphere profile are shown in Figure
2.5. The peaks of the weighting functions for the 7.3 snd 11 pm channels are
approximately 650 hPa, and the surface, respevctively.‘ The brightness temperature of fhe
window channel at 11 um, BT, is most sensitive to the temperature of the surface. The
7.3 um Water vapor channel brightness temperature, BT73, has the greatest contribution
from the layer around 650 hPa. The magnitude of the brightness temperature difference
between the 7.3 pm and 11 pm channels, BT73-BT1;, will therefore be related to the
temperature difference'of the inversion top and the surface, i.e., the inversion strength.
BTy33-BTy; and BTy36-BT; are also related to inversion strength, where weightiné
functions for the 13.3 pm and 13.6 pm carbon dioxide channels peak even lower than that
of 7.3 um channel. However, BT;3-BT1; is more effective than 'BT13’,3-BT11 and BTi36-
BT, to retrieve inversion ssrength( due to the larger surface contribution at 13.3 and 13.6
um than that at 7.3 pm (Liu and Key, 2003).

Because inversion depth is more difficult to retrieve than inversion strength (LK03),
especially with a relatively low spatial resoluﬁon sensor such as HIRS, only inversion

strength is considered here.
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2.2.2.2 Retrieval Method Using HIRS Data

The inversion strength retrieval algorithm described by LKO03 is based on collocated
radiosonde and satellite data, and a similar approach is used in this study. Radiosonde
data from 61 stations in the Arctic and HIRS brightness temperature data from 1980
though ‘1996 are used to construct the data set of matched cleér-sky pairs of the HIRS
pixels closest in time and space to radiosonde observations. HIRS spots must be within
75 km and one hour of the radiosonde observation to be used. The clear-sky
determination is based on the cloud detection steps from the 3I algorithm. Figure 2.6
shows the relationship between inversion strength from radiosonde data and BT;3-BT;
for the cases in all seasons and for the cold season, defined as November through March.
When BT7,3 - BTy, is larger than —10 K in all seasons (Figure 2.6a), the inversion strength
is linearly related to BT73 - BTi;. When BT 3 - BT}, is less than —10 K, thére is no linear
relationship. During the cold season (Figure 2.6b), most cases have BT75 - BTy larger
than —10 K, “which exhibits a good linear relationship between inversion strength and
BT;3- BTy

The cases with BT73 - BTy, less than —10 K occur primarily in the warmer months,
possibly because of the larger variability in water vapor amount and vertical distribution,
and weaker inversion strength during that part of the year. Figure 2.7 shows the average
specific humidity profiles in the cold and warm seasons. In the cold season, the water
vapor content of the atmospheric column is low, so that the peak of the 7.3 pm weighting
function is near the inversion top. During the warm season, the larger water vapor

content raises the peak of the weighting function such that the channel is less sensitive to
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changes in inversion strength. It is for these reasons that we focus here on the inversion

strength during the colder months.

Inversion strength in the cold season can be estimated by a linear combination of
BT\, BT73 - BTy, and (BT73 - BTy) 2 with the coefficients determined by linear
regression when BT 3 - BT} is larger than —10 K. The equation used to retrieve inversion

strength is:
INVST =ag+a; * BT}, +a * (BT75 —BTy) +a3* (BT73 —BTi1)(sec 0 -1),

where the coefficients ag, a1, a3, and a3 are determined through multiple regression
with INVST from radiosonde data, and 0 is the sensor view angle. When BT43-BT; is-
less than —30 K, the estimated inversion strength is defined to be 0 K. BTs from two
channels are used to derive the inversion strength, so we refer to this as the “2-channel”
method.

In the cold season there are a few cases with BT73-BT}; between —30 K and —10 K,
where the inversion strength is 0 K for some situations and larger than 0 K for others. The
estimated inversion strength is therefore defined to linearly incréase from 0 K to 2 K
when BT73-BTh; increases from —30 K to —10 K. The radiosonde data in all the matched
cases are low-elevation meteorological kstations, so the retrieval equation is most
applicable to low-elevation areas.

In LKO3, inversion strength regression equations for both high-elevation surfaces

(higher than 2800 m) and low-elevation surfaces (lower than 500 m) were derived. In this .
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work, only equations for low-elevation surface were derived. If the MODIS equation for

a low-elevation surface is used to derive inversion strength over a high-elevation surface,
the retrieved inversion strength will have a lower-than-actual value when the retrieved
value is less than 17 K, and a higher-than-actual value when the retrieved value is larger
than 17 K. If the same relationship applies to the HIRS retrievals, then estimated
_inversion strength over Greenland (high elevation) will be lower than the actual inversion
strength, because the monthly mean retrieved inversion strengths over Greenland are
between 10 K and 17 K. The neggtive bias of the retrieved monthly mean inversion
strength over Greenland is between —2.5 K and —1.0 K. The retrieval bias for areas with
surface elevations between 500 m and 2800 m is also negative, but smaller than that over
bGreenland. For these reasons, inversion strength retrievals over high-elevation surfaces
- are not included in this analysis (white areas in Figure 2.10, 2.11, 2.12 and 2.13).
The 17-year HIRS record comes from six different satellites: NOAA-6, -7, -9, -10, —‘
11, and -12. Inter-satellite biases result from orbital drift, sensor degradation, differences
in spectral response functions, changes in calibration procedure, and deficiencies in the
calibration procedure for each satellite. Orbital drift results in sampling at somewhat
different times of the day at the beginning and end of a satellite’s lifetime, which would
have the most pronounced impact on retrievals where the diurnal cycle is significant.
The diurnal cycle of inversion strength in the Arctic during the cold season is, however,
small. More than 90% of the monthly mean inversion strengths from 26 Arctic stations

during the cold season at 00 UTC are within 2.0 K of the monthly mean at 12 UTC.
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Because the diurnal cycle of the inversion strength is small, we do not expect orbital drift

to significantly affect the inversioﬁ strength trends.

TOVS inter-satellite calibration is essential for climate change studies. The level 1b
data was calibrated using the standard procedure desdﬁbed in the NOAA Polar Orbiter
Users Guides (Kidwell, 1998). In addition, empirical corrections were applied to thev
calibrated brightness temperatures in the TOVS Path-P product generation. These
corrections (also known as DELTASs) were applied to NOAA-10, -11 and —12, and the
deltaS for NOAA-10 were aﬁplied to NOAA-6 through -9 (Schweiger et al. 2002; Chen et
al. 2002). However, some vinter-satellite differences remain after these calibration steps
(Chen et al., 2002). To minimize inter-satellite calibration differences, here we determine
separate sets of inversion strength regression coefficients for each satellite or pair of
;atellites from 1980 through 1996: one for NOAA-6 (1980-1982), one for NOAA-7
(1983-1984) and NOAA-9 (1985-1986), one for NOAA-10 (1987-9/16/1991), and one
for NOAA-11 (9/17/1991-1994) and NOAA-12 (1995-1996). Four sets of regression
coefficients are therefore derived. While there are over 18,000 potential radiosonde-
satellite matched pairs for each year over the 61 stations, the actual numbers of matched
pairs that can be used to derive each retrieval equation are 223, 597, 404, and 441
respectively, due to cloudiness and space and time distance constraints.

After obfaining the retrieval equation coefficients for each satellite or pair of
satellites from 1980 through 1996, the initial HIRS clear-sky BTs are converted tb
inversion strength based on the inversion strength retrieval equations. The estimated

inversion strength is then mapped to the 100 x 100 km Equal-Area Scalable Earth Grid
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(EASE-Grid) based on the longitude and latitude of the original TOVS data. For each

day, a composite map of clear-sky‘yinversion strength over the region north of 60°N is
created. The monthiy mean inversion strength for each grid point is calculated as the
mean of all the daily composite inversion strengths in a month, which include inversion
strength values of zero. The seasonal mean inversion strength is derived as the mean of
monthly means in that season. The monthly trend of inversion strength for each grid point
is derived using linear least squares regression basedv on the monthly mean inversion
strength for the 17-year period 1980-1996. The statistical significance level is
determined with an F-test. It is important to note that the‘ number of daily retrievlals in
each month is relatively evenly distributed across the first, second, and third 10-day
periods from 1980 to 1996. This is important because trends in cloud amount could, in
theory, result in non-uniform sampling of clear-sky pixels in different months and years,
and artificially introduce trends in clear-sky inversion strength.

As with the radiosonde data, inversion strength can be calculated from satellite-
derived temperature profiles. The operational TOVS Polar Pathfinder (Path-P) dataset
provides the temperature profiles at 13 pressure levels, with five levels from 700 hPa to
the surface: 700, 850, 900, 1000 hPa, and the surface. The inversion strength is derived as
the difference betweeﬁ the maximumbtemperature of these five levels and the surface
temperature. If the maximum temperature is at surface, the inversion strength is 0 K. We
refer to this estimation of inversion strength as the “profile inversion strength”. The

derived inversion strength is mapped on the 100 km EASE-Grid for each day. The
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monthly means, seasonal means, and trends are calculated in the same manner as for the

2-channel method.
2.2.2.3 Validation

To evaluate the regression equations, cross validation is performed. For each of 100
iterations, 70% of all the radiosonde and satellite data matched pairs for a satellite or
satellite pair were randomly selected to determine the regression coefficients. The new
equation was then applied to the remaining 30% of the matched pairs to determine a bias
and root-mean-square error (RMSE) of the inversion strength retrieval. The mean bias
and RMSE were then calculated. The magnitude of the mean biases for each satelli_te
were less than 0.1 K, and the mean RMSE were 2.7 K, 2.8 K, 2.8 K, and 2.7 K
respectively, for the different satellite or satellite pairs.

The radiosonde data from drifting ice stations ended at 1990, so these data were not
used to derive the coefficients of the retrieval equations. However, these data were used
to show that the regression equations derived from station data can be applied over other
areas. The radiosonde data from drifting stations were matched with satellite data. The
regression equations were then applied to the satellite data to dérive the 2-channel
inversion strength, and compared to fhe station-based inversion strength to calculate the
bias and RMSE. A total of 223 radiosonde and satellite data matched pairs were collected
from the drifting stations from 1980 to 1990. The mean bias and RMSE were 0.25 K and

2.5K.
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Radiosonde data at 11 stations (shown as squares in Figure 2.1) were also used to

validate the inversion strength monthly means and trends from the 2-channel method and
profile inversion strength method. For this validation exercise the radiosonde data from
the 11 stations were not used to derive the regression equation coefficients. Each of these
11 stations'has at least 50% of all possible 0 and 12 UTC soundings in each month. The
inversion strength monthly means and trends from radiosonde data, as well‘ as the 2-
channel retrievals at these 11 stations are compared in Figures 2.8 and 2.9. The monthly
mean is the mean of all the individual means for that month over the period 1980 — 1996,
and the monthly trend is derived using linear least squares regression based on the
monthly means. Considering the different sky conditions, the monthly means of 2-
channel inversion strength agree with those from station data very well in the cold
season, with a bias around 0.3 K. The monthly means of profile inversion strength are
lower than those from station data, with the overall biés around —1.5 K, but with the
biases as high as —5.5 K for some stations. This comparison shows that 31 algorithm used
in the TOVS Path-P processing works well when temperature inversions are ‘present, but
there is a systematic low bias in the inversion strength. This may be a result of the coarse
vertical resolution of the retrieved temperature profiles, making it difficult to measure the
inversion top precisely. In practice, a bias correction could yield a reasonable estimate of
inversion strength from the retrieved temperature profiles. However, the 2-channel
method is preferred because it is easier to parameterize, is applicable to non-sounding
instruments (e.g., MODIS), and is more accurate overall. Trends from the 2-channel and

profile methods agree with the trends from station data reasonably well (Figure 2.9).
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In the remainder of the paper, the coefficients of the equations used to calculate the

monthly mean and trend of the inversion strength were derived based on all the available

radiosonde and satellite data matched pairs.
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Fig. 2.1. Locations of the weather stations used in this study. Stations shown as

Y

squares were used for validation.
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MODIS Weighting Functions, Subarctic Winter:
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Fig. 2.3. Weighting functions for the MODIS bands at 6.7 um, 7.2 pm, 11 pm,

13.3 um, and 13.6 pm using subarctic winter standard atmosphere profile.
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Fig. 2.5. Weighting function for the 6.7 pm, 7.3 pm, 11 pm, 13.3 um, and 13.6 pym

channels based on a subarctic winter standard atmosphere profile.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

33



34

"SUOISIOAUI 9 0} PAISPISUOD 10U oIk I () UBY) SSO] YISUSI}S UOISIOAUL [)IM SISB)) "UOSBIS P[0

a1 10§ (q) pue suosess [[e () 10] 17 g-CL] g pue Blep opuosorpel woy YISusls UOISISAUL U0am1aq sdiysuone[ay ‘9z “Sui

(M) Li1a—¢°218

Q¢ OL O Ol— Q0¢— 0¢— 0%— 06—

uospas pjod {q)

{7) L118-¢/18
0Z ©L QO O0l— 0Z— 0¢— OF— 06—

I-_-_-__—_-__--___-_:-__—_-——_-——-—_----_-_-.-.-—_—-__-—-_lOF' I-__-__-———__—_—_-—-u_—_-__-_-_-_--—-—-—--——-.—-—-.-—.-.._--lO—.l

: o5 o 5
B ] < L ] <
[ g 1) L * g (]
L p -5 L p =
L . v L . 0,
- 1 [0 r 7 Q
C ] = . ] S5
: joo & b jo ¢
C ] m 3 ] &b
L i = A i 3
- L o - - (Ta]
- g rt o e ~
. 4 > L E >
[ ] — [ ] —
N 4 = - 4 ~
N 404 - .“_DN —
“ I‘ " ”
I-_-_-__—--__--—--—--Pn—h—_—--_——-—_-_--—-_-_-_-_-----lDm |_-__--_—_----_—-----—---._-—----_,-——----—_-—---lom

uospas |0 (D)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



35

"UOSEIs ULrem (q) pue ‘uoseas prood (e) oy ur sajgoid (4S) Aypruny oy1oads oferoay /-7 ‘S1q

(Bx/B) Aypiwny oyoads (Bx/6) Aupiwuny oyoadg
¢°¢ 0¢ S1.01L S0 00 S¢ 0¢ S 0Ol g0 00
Joool : 10001
w : 7 008 .“H.Mu i ] 00B m%
] c 4 c
i 7 00e 7 - 1009 3
= [ ” =
| 1 T B i
i 100+ 2 - 00+ ;.%
- | looz [ Yooz
UOSDas wWpMm Ul HS (q) uosSnNas p[oa _.__Iw mov

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



36

"$O[JOIA AIMBIIAWID} PAASLIAI SAQ.L AU} WOIJ S} NSSI Y} JUSSIIASI SPUCWIEIP *POYIoU
[eONISIIEIS [oUURYD-T 9Y) WOLJ S}NSal Y] Juasaidal SYSLIgISE YT, "SUonels 11 18 9661-0861 SuLmp syjuour uoseas pod

ur ejep SYIH WOoL pue SUONE)S [eo130[0109}0W Wox (LSANI) YISuons UoISIOAUT Ueow A[yjuowt Jo uosredwo) *§°7 “Sig

(M} uono3s wouy 15ANI {A} uopois Woy 1SANI
174 -1l ol S Q oz Sl oL ] 0
T T T O [ T T T D
&,
Ay O
L 45 z - 15 =
ANV 5 o * m
o © = <, -
o <& o
- “ o1 3 - 4ar 3
- -
[+ *
y & * W
- 451 = L {51 =
1 1 L A0 ’ 1 1 al oz -
ya4np Alonigs4
(M) uonois woup 1SAN () uenoie weuy ISAN] {M} uenoys wayp 1SANI
0z Sl o . 8§ ] 0z . sl oL § -~ 0 oz Gl oL S 0
T T T D [ T T T Q T T T D
< <& <&
%o — < _ O ¥y _
r ; 41§ = r & 18 = - 1§ =
o= ] & o 9 a
% = < * - =
& -] <, 3 * 3
L & 401 3 L 4 4oL 3 L . {o1 3
= =
[} ¥ <
I et 2 [ a1 L 1o E
. L ! 1oz ) : L ford ! i . oz
Apnupp Jaquiaasg Jagquisaon

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



37

(A/5} uonoje woy puen [SAN|

£ec 20 0 09— 10— Z'0— ¢'0-

£0—

AL ol

(A} SADL woly puasy ISAN|

{A/3) vopoIs Wouy pual ISAN
£0 T0 VG 00— L'C— T0- £0—
T T T T T £o0-

- = Nnol
E 40—
3 ', o j90-

3 3L0

P 0

Y2
{4/} uonms wouy puasy [SAN

€0 Z0 L'0 00~ L'0- Z0- C0—

o T T T T T ﬂ.D'

- E N-QI

3 <3o-

oo

3 : 3 00—

! 1 1 1 A €0
aquwasag

"Spus) 10J Inq 87 2SI Se oweS

{A/3) SAOL wiosy puaiy 1SANI

(A1) SADL Woly pussy 1SANI

(A/%} uonpIs Wy puaty 1SANI

20 20 170 00- 1'0- Z0— €0~

One

£0—

€0

bo:‘_nmu.

(5/¥) uenoye woy puan 15AN|

€oc 70 10 00— 10— 20— g'0-

o

£0-

E N-OI

- FuOI

400~

410

<0

£0

- JaquIsaon

6T 814

{4/} SAQL weuy pusry 1SAN)

(A7} SADL wouy pussy JSAN)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 2.1. Parameters used in this study.

38

Name Origin Dataset Time Format Conditions
Cloud cover APP-x 1982-2004 Monthly
Seasonal
Cloudphase |  APP-x 1982-2004 Monthly
Seasonal
Cloud optical APP-x 1982-2004 Monthly
depth Seasonal
Surface skin Monthly Clear, Cloudy,
temperature APP-x 1982-2004 Seasonal All-sky
Surface skin | pyg pa p 1980-1998 Monthly Clear, All-sky
temperature Seasonal
Sea ice extf:nt, NASA GSFC 1980-2004 Monthly
concentration Sea ice Seasonal
Heat TOVS Path-P Monthly
convergence NCEP Wind 1980-2001 Seasonal
Moisture TOVS Path-P Monthly
convergence NCEP wind 1980-1998 Seasonal
Cloud cover ERA40 1982-2002 Monthly
Seasonal
 Surface wind ERA40 1982-2002 Monthly
Seasonal
Sea level ERA40 1982-2002 Seasonal
pressure ;
Surface 2-m EAR40 1982-2002 Monthly All-sky
temperature Seasonal
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3  Arctic Climzﬁte Characteristics: Mean State and Trends
3.1 Mean State and Trends in the Arctic 1982-2000

The Arctic is the most sensitive region on earth in regard to climate change, due to
various feedback mechanisms, including the important surface albedo and temberature
positive feedback. Dramatjc changes in surface temperature, cloud amount, heat and
moisture cohvergence, and sea ice concentrations in four seasons of a year from 1982 to
2000 are shown in the following sections. Surface temperature, and cloud amount data
are from the APP-x dataset and ERA40 reanalysis; heat and moisture convergence are
from TOVS Path-P; and sea ice concentration data are from satellite microwave

observations.
3.1.1 Surface Temperature

Seasonal means and trends of all-sky surface temperature based on the APP-;c dataset
at 14:00 LST in four seasons from 1982 to 2000 are calculated on a pixel-by-pixel basis
and the results are presented in Figure 3.1.

Over the entire Arctic region, surface temperature is warmest in summer, and coldest
in winter. During all four seasoﬁs, central Greenland has the lowest surface temperature,
which can be attributed to the higheét surface altitude and strong surface radiative
céoling. In winter, spring, and autumn, the warmest surface temperatures are over the

GIN Seas and the Barents Sea because of open ocean water. In winter, lower surface
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temperatures appear over land rather than over the ocean due to its stronger surface

radiative cooling. Over the Arctic Ocean, the coldest temperatures are in the western
Arctic north of Canada. In spring and autumn, the lowest temperatures exist in the
western Arctic north of Canada and become warmer towards lémd. In summér, the surface
temperature over land is warmer than over the ocean, where the surface temperatures are
isothermal around 0 °C.

In winter and autumn, surface temperature basically increases over the western
Arctic and decreases over the eastern Arctic; in spring and summer, positive surface
temperature trends can be seen all over the Arctic. In winter, surface temperature
increases over northern Canada, with the greatest increase-over‘the Hudson Bay. Surface
temperature decrea§es over the Arctic Ocean, with the maximﬁm negative trend
approximately -2.5 K/decade over the central Arctic Ocean. Surface temperature also
decreases around the Bering Strait. In spring, significant warming is seen over most of
the Arctic, including the central Arctic Ocean, most of northern Canada, and north central
Russia, with the maximum positive trend around 2.0 K/decade. In suinmer, surface
temperature is generally increasing, with a smaller magnitude over the Arctic Ocean than
6ver land. Strong positiVe trends can be seen over northeastern Russia, Alaska and
northern Canada with the maximum trend around 1.5 K/decade. Over the central Arctic
Ocean and north central Russia, trends are near zero. In autumn, there are strong positive
surface temperature trends over the Beaufort and Chukchi Seas, Alaska, and northern
Canada, with the maximum trend around 2.0 K/decade. The surface temperature trend

over most of the Arctic Ocean is negative, with the magnitude around -0.5 K/decade. In
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all four seasons, surface temperature trends over northern Europe are positive. Trends

based on the APP-x all-sky surface temperature at 04:00 LST are similar (not shown).
Comparison of the APP-x surface skin temperature trend with 2-m air temperature
trends in four seasons from the ERA40 reanalysis in the Arctic indicates very similar
patterns, which are shown in Fig 3.2. It should be noted that AVHRR data were not
assimilated in the ERA-40 reanalysis. The APP-x trends are calculated based on the APP-
x all-sky surface skin temperature at 1400 LST; the ERA-4O trends are calculated based
on the monthly mean of all four daily times of 2-m air temperature. Distributions of the
positive and negative tends in four seasons from the two datasets are very similar.

Difference exists in the absolute magnitude of the trends over the Arctic Ocean in winter.
3.1.2 Cloud Cover

Seasonal means and trends of cloud cover based on the APP-x dataset in four
seasons from 1982 to 2000 are calculated on a pixel-by-pixel basis and the results ére
presented in Figure 3.3.

Over the entire Arctic region, cloud fraction is highest (85%) in summer, and lowest
in spring (55%). In four seasons, the highest cloud fraction is over the GIN Seas and
Barents Sea (80%); the lowest cloud fraction is over central Greenland. In winter, the
cloud fraction over the Arctic Ocean (60%) is higher than that over northern Canada and
northern Russia (45%). In spring, the lowest cloud cover is over the Arctic Ocean (40%)

and part of northern Canada.
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In winter, significant decrease in cloud cover is seen over the Arctic Ocean, with the

maximum trend around —15%/decade. This decreasing cloud cover is consistent with the
decreasing surface temperature trend over the same region. There is no significant trend
in cloud cover over land. In spring, trends in cloud cover are positive over most of the
Arctic region, with sighiﬁcant positive trends over northern Canada, the Beaufort and
Chukchi Seas, and north central Russia, with the maximum trend around 7%/decade. In
summer, positive cloud cover trends are seen over the Beaufort and Chukchi Seas, and
north central Russia. There are no significant trends over any other region. In autumn,
there are no apparent trends over the Arctic. However, positive trends can be seen over
the Beaufort and Chukchi Seas, and northern Canada.

Schweiger (2004) investigated changes in cloudiness during winter and spring over
the Arctic seas from the TOVS Polar Pathfinder retrievals. He found signiﬁcant decreases
in winter and equally striking increases in spring in cloud fraction, vyhich is consistent
with the patterns in the Ai’P-x.

Total cloud cover trends in four seasons from the ERA40 reanalysis in the Arctic are
shown in Fig 3.4. Negative trends of cloud cover are seen in four seasons over the Arctic
Océan, which agrees with APP-x results in winter, however disagrees with APP-x results

in other seasons. All the positive trends are not significant.
3.1.3 Sea Ice Concentration

Sea ice is an important component of the Arctic climate system. It is influenced by

both atmospheric and oceanic conditions and in turn it feeds back into these conditions.
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Changes in the sea ice can change the surface albedo, the exchanges of the heat and

moisture, momentum between the atmosphere and' ocean, and the upper ocean
stratification in areas where deep water is formed. Sea ice cover in the Arctic decreased
by 2.9% per decade from 1979-1996 (Cavalieri et al. 1997), with the maximum
reductions (6% /decade) in summer (Maslanik et al. 1996). In winter, the ice extent in the
Arctic has remained stable, but large trendé of opposing sign are apparent in different
regions for the period from 1979-1996 (Parkinson et al., 1999).

Seasonal means and trends of sea ice concentrations based on SMMR and SSM/I in
four seasons from 1982-2000 are calculated on a pixel-by-pixel basis and the results are
presented in Figure 3.5.

Over the entire Arctic region, sea ice concentration is highest in winter‘and lowest in
summer. In the GIN and Barents Seas, sea ice concentration is lower than 15%. In winter
and spring, sea ice concentration over most of the central Arctic Ocean is higher than
90%. In summer and autumn, sea ice concentration increases from coastal areas (less than
15%) to the central Arctic (90% around 80° N).

In winter, sea ice concentration increases over most of the Arctic Ocean, with the
maximum trend around 3.0%/decade over the Canada Basin. This increasing sea ice
concentration is consistent with the cooling surface temperature, and decreasing cloud
cover over most of the Arctic Ocean. Meanwhile, decreasing sea ice concentration trends
are seen over the Hudson and Baffin Bays, and around the sea ice edge in the Barents and
Kara Seas. In spring, sea ice concentration shows similar trend as those in wintér, which

is not consistent with the general increasing surface temperature trend over the Arctic in
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spring. In summer and autumn, sea ice concentration decreases over most of the Arctic
Ocean, with the maximum negative trend exceeding —5.0%/decade over the Beaufort and
Chukchi Seas, which is consistent with the increasing surface temperature in summer and
autumn over the Arctic. Positive trends of sea ice concentration are seen across the

Canada Basin and Kara Sea in autumn.

3.1.4 Moisture and Heat Convergence

o~

Atmospheric moisture budget is an important component of the Arctic climate
system. Some of the moisture transported to the Arctic condenses to form clouds and
precipitates as snow and rain. The snowfall increases the surface albedo of sea ice and
changes the éurface energy balance. Cloud cover also affects the surface energy budget;
in turn it influences the surface temperature. Cloud cover trend in the Arctic inight also
be affected by the moisture convergence trend.

The seasonal means and trends regarding moisture conVergence in four seasons from
1982-1998 in the Arctic are presented in Figure 3.6. In Winter, moisture convergencé is
highest kover the Atlantic sector, including the GIN and Barents Seas, e;iceeding
3cm/month near Iceland and Norway. Moisture convergence is smallest across the
Beaufort Sea region and ranges between 0.5 and 1.0 cm/month over most of the central
Arctic. In summer, moisture convergence exceeds 2 cm/month over most of the Arctic
Ocean, and is more uniformly distributed than in winter, with the minimum over the

Beaufort Sea.
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In winter, there are positive trends in moisture convergence over the Canada basin

and the éastém GIN Sea areas; negative trends are found over portions of the Nansen
Basin, the Barents and Kara Seas, and around the Bering Strait. In spring, positive trends
of moisture convergence are found over the Beaufort and Chukchi Seas, north central
Russia, and part of northern Canada, which corre’sponds with positive trends in cloud
cover across these regions.

Heat convergence is an important component of the atmosphere energy budget.
Changes in the heat cOnvergenée affect atmospheric temperature, which in turn changes
the outgoing longane radiation at the top of the atmosphere and the atmospheric profile
structure. Changes in the atmospheric profile structure will eventually affect the surface
energy budget. |

Seasonal trends in heat convergence in four seasons from 1982-2000 in the Arctic
are presented in Figure 3.7. In winter, there are positive trends of heat convergence over
portions of the Chukchi Sea, the Alaska region, and northern Europe, with the maximum
trend over 5 W/decade; negative trends are found over regions surrounding the Nansen
Basin, north central Russia, and around the Bering Strait, with the maximum negative

trend over —5.0 W/decade.
3.1.5 Clear-sky Temperature Inversion Strength

Figure 3.8a shows the spatial distribution of monthly mean, clear-sky 2-channel
inversion strength in the Arctic for November - March, and for winter (DJF) averaged

over the period 1980-1996. The spatial distributions have similar patterns from
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November to March, but with different magnitudes. The lowest monthly mean 2-channel

inversion strength is over Greenland and Norwegian (GIN) Seas, Barents Sea, and
northern Europe, which is attributable to the turbulent mixing over open water and high
cloud cover in this region during the winter time (Serreze et al. 1992). The inversion
strength increases eastward, followed by a decrease over Alaska. Over land, the strong
monthly mean inversion stréngth can be seen over northern Russia and northern Canada,
with the largest values near several Russian river valleys owing to strong radiative
cooling under clear conditions. Over the Arctic Ocean, the largest values are over the
pack ice north of Greenland and the Canadian Archipelago; the lowest values are in the
Kara, Laptev, and Chukchi Seas. Temporally, the monthly mean inversion strength over
the ocean is largest in February (~16K) and smallest in November (~12K) over the pack
ice north of Canada. Similarly, the strongest inversions over land occur in January and
February, and the weakest in November and Mérch.

The monthly trend of the clear-sky inversion strength is shown in Figure 3.8a. The
spatial distribution of monthly trends is similar in December, January, and February. The
winter average trend shows decreases in inversion strength over the Chukchi Seas, with
an average around —0.13 K/year. The inversion strength also decreases over northern
Europe with average rate around —0.13 K/year. | Invérsion strength increases over north
central Russia at rate around 0.10 K/year, and increases in northeastern Russia, and also
between Sevemaya Zemlya and North Pole at the rate of 0.13 K/year. All the changes are
statistically significant at the 90% or higher confidence level based on the F-test. In

March, the inversion strength decreases significantly over the Laptev, Chukchi, and
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Beaufort Seas at a rate over —0.10 K/year; and decreases in regions surrounding Novaya

Zemlya and north central Russia at a rate over —0.10 K/year. The decreasing rate over
northern Europe is more than —0.05 }Iﬂyear. In November, there has been a significant
decrease in inversion strength over the Chukchi and Beaufort Seas at a rate over —0.10
K/year.
The monthly means and monthly trends of the TOVS profile temperature inversion
- strength under clear sky conditions are shown in Figures 3.8b. The spatial patterns are
similar to those from the 2-channel retrievals, but the profile inversion strength monthly
mean has a smaller magnitude of 2-5K. This may be in part a result of the relatively
coarse vertical resolution of the >TOVS retrieved temperature profiles [ in the lower
troposphere. |
Kahl and Martinez (1996) found significant increases in inversion strength over the
Arctic Ocean during winter and autumn from 1950 through 1990. Based on their Figure
6, the inversion strength increase occurred primarily between 1950 and the late 1970s.
After 1980, thgy did not find any significant increase of inversion strength. That result is
consistent with the present overall (Figure 4.10a), where much of the Arctic Ocean shows
no trend. However, the inversion strength over some areas exhibits a strengthening t[rend

and others show a weakening trend from 1980 through 1996.

3.2 Connections to the Arctic Oscillation

The Arctic Oscillation (AO) (Thompson and Wallace 1998) is the first principal

component of the empirical orthogonal function of monthly sea level pressure poleward
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of 20°N. The AO pattern can be interpreted as the surface signature of modulation in the

strength of the polar vortex aloft. The AO exhibits significant intra-seasonal and inter-
annual variability, and showed trends toward high indéx polarity during the 1990s.
Thompson et al. (2000) showed that the AO accounts for one third of the 30-year positive
temperature trend over northern Eurasia. Rigor et al. (2000) found that changes in AO
account for more than half of surface air temperature trends over Alaska, Eurasia, and the
eastern Arctic Ocean, but less than half in the western Arctic Ocean.

Following the analysis by Thompson et al. (2000) of SAT trends over the northern
land areas, and the analysis by Rigor et al. of SAT trends over the Arctic Ocean, we

~ estimate the contribution of the AO to the trends in surface temperature, cloud cover, sea
ice concentration, moisture and heat convergence. in four seasons in the Arctic from
1982-2000. The contribution of the AO is calculated by regressing the surface skin
temperature on the AO index and niultiplying by the trend in the AO, which is called
AO-related trend in this study.

The AO related trend, total trend, and residual trend (the difference between the total
trend and AO related trend) of surface skin temperature in the Arctic in four seasons from
1982-2000 are shown in Fig. 3.9. In winter, the AO related trend explains around 0.5
K/decade over northern Eurasia, and —0.5 K/decade over Alaska, together contributing
more than half of the total trend. In autumn, the AO related trend is around 0.5 K/decade
over the central Arctic Ocean, and —1.0 K/decade over north central Russia, which
explains over half of the total trend dver the Nansen Basin, North Pole, Laptev Sea, and

north central Russia. For the ERA40 2-m air temperature trend (Figure 3.10), a similar
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significant AO related trend exists over some regions of the Arctic in autumn and winter,

and they explain more than half of the total trends over these regions. Trends in the
surface teinperature cannot be completely expiained by changes in the AO. In winter,
residuai trends show significant wérming over northern Canada and cooling over the
Arctic Ocean. In autumn, residual trends show significant warming over the Beaufort and
Chukchi Seas. In spring and summer, AO related trends are not significant.

The AO “related trend, total trend, and residual trend of cloud cover in the Arctic in
four seasons from 1982-2000 are shown in‘ Fig. 3.11. In four seasons, there are no
significant AO-related trends in cloud cover, which means the cloud cover is not directly
related to the larger-scale atmospheric circulation changes, e.g., AO index changes. The
same conclusion is found for the ERA40 total cloud cover trend (Figure 3.12).

For the sea ice concentration trend, the AO related trend, total trend, and residual
trend in the Arctic in four seasons from 1982-2000 are shown in Fig. 3.13. In autumn,‘ the
AO-related sea iée concentration decreasing trend along the sea ice edge on the Atlantic
side, mostly over fhe Nansen Basin, is around —4.0%/decade, which explains more than
half of the total decreasing sea ice concentration. For the observed sea ice concentration
decrease in the Beaufort and Chukchi Seas in summer and aﬁtumn, the AO-related trend
in summer shows the opi)qsite trend sign; the AO-related trend in autumn can explain
one-third of the total trend over part of the region.

For the moisture convergence trend (Figure 3.14), the AO related trends show non-
negligible magnitude in winter, summer, and autumn. However, these trends either have

signs opposite to the total trend, or do not explain significant parts of the total trend.
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Since the wind field, which is related to large scale atmospheric circulation change,

influences the moisture advection, the moisture convergence trend is expected to be
related to the AO index. The reason behind the disagreement between what is observed
and expected needs further investigation. |

For the heat convergence trend, the AO related-trend (column 1), total trend (column
2), and residual trend (the difference between the total trend and the AO-related trend
(column 3) in the Arctic in four seasons are shown in Fig. 3.15. The regions for which the |
AO-related trend explains around half of the total trend include part of the Chukchi Sea
in winter, northern Europe in winter, and part of GIN and Barents Seas in autumn.

Trends ‘\in each parameter cannot 'simply and totally be explained by the changes in

the AO. Detailed study about the mechanisms behind these changes is required.
3.3 Possible Causes of the Clear-sky Inversion Strength Trends

Given the strong coupling of surface temperature and inversion strength by means of
radiative cooling, trends in surface temperature should be correlated with trends in
inversion strength. Figure 3.16 SilOWS the monthly surface skin temperatureltrend based
on the TOVS Path-P su;face skin temperéture retrievals in the cold season, aVcraged over
the period 1980 — 1996. In the cold season, areas with decreasing trends in inversion
strength are generally those afeas that show increasing surface skin temperature trends
(e.g., northern Europe in winter). Similarly, areas with increasing inversion strength
trends are generally areas with decreasing surface skin temperature trends (e.g., north

central Russia in winter).
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The correlation coefficient between the monthly mean surface skin temperature

anomalies and monthly mean 2-channel inversion strength anomalies for November to
March over the period 1980 to 1996 is shown in Figure 3.17. The negative correlation
coefficients are less than -0.6 over northern Europe, north central Russia, Alaska and part
of northeastern Russia, which means the inversion strength trend over these regions is
closely related to the surface skin temperature trend. This is, in fact, the case for most of
thé Arctic.

Correlation coefficient between the monthly mean surface skin temperature
anomalies and monthly mean 2-channel inversion strength anomalies is near zero from
the Canadian Archipelago across the central Arctic Ocean and through the East Siberian
Sea into Siberia. For most of this area the surface temperature trend is near zero (Figure
3.16), but some portions exhibit statistically significant positive or negative inversion
strength trends (Figure 3.8a). It is possible that in these areas the trend in inversion
strength trend may be more a function of changes in heat advection into or out of the
Arctic than changes in surface temperature. For example, the inversion strengths
decrease over the East Siberian Sea, but the surface skin temperature shows little or no
trend. The weakening of the inversion in that area may result from cold air advection and
a decrease in the temperature of the atmos\ﬁhere aloft, which effectively decrease the
inversion strength.

The relationship between changes in inversion strength, surface temperature, and
large-scale circulation are illustrated in Figure 3.18, which shows the correlation between

the cold season monthly mean anomalies of surface skin temperature and the Arctic
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Oscillation index, and between the inversion strength anomalies and the AO index. The

correlation between the surface temperature and AO anomalies is positive in northern
Europe and northern Russia but negative over the Canadian Archipelago and Alaska.
This is very similar to the results given by Wang and Key (2003). The inversion strength
and AO index correlation is negative over northern Europe, north central Russia and the
East ‘Siberian Sea, and positive over the Canadian Archipelago. Over the East Siberian
Sea the correlation between the AO and surface temperature is near zero or negative, but
the correlation coefﬁéient between the AO\ and inversion strength is significantly
negative. As described above, this implies a change in the temperature of the atmosphere

aloft as a result of changes in large-scale circulation.
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ERA40 2—m temperature trend (1982—-2000)

Trend in winter Trend in spring

/decade

Fig. 3.2. 2-m air temperature trend (unit: K/decade, right) in four seasons from 1982
to 2000 based on ERA40. A trend with a confidence level larger than 95% based on

the F test is indicated with +.
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ERA40 cloud cover trend (1982-2000)

Trend in winter Trend in spring

cor S

/decade

Fig. 3.4. Cloud cover trend in four seasons from 1982 to 2000 based on ERA40
reanalysis. A trend with a confidence level larger than 95% based on the F test is

indicated with +.
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Seasonal trend of heat convergence surface—850 mb (1982_2000)
Spring

et IO S

10.0
8.8

71

............

/decade

Fig. 3.7. Heat convergence trend (unit: W/m?%/decade) in four seasons from 1982 to
2000 from TOVS Path-P. A trend with a confidence level larger than 95% based on

the F test is indicated with +.
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Mean INVST using 2—channel statistical method, 1980-1996

November December

o

INVST (K)

INVST trénd using 2—channel statistical method, 1980—-1996 -

November

Trend (K/Y)

Fig. 3.8a. Monthly mean clear-sky inversion strength (K) (top), and monthly trend of
clear-sky inversion strength (K/year) (bottom) in Novembcr, December, January,
February, March, and winter (DJF), 1980-1996, using the 2-channel statistical
method. A trend with a confidence level larger than 90% based on the F test is

indicated with +.
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‘Mean INVST using TOVS preduct, 1980—-1996

Navember December Janua

INVST (K)
INVST trend using TOVS product, 1980—1996 .
November December
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Fig. 3.8b. Same as Fig. 3.8a, but for TOVS profile inversions. The regions with

high surface elevation are not indicated as white in this figure.
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APP—x surface temperature {(1982—-2000)

AD_trend winter Total_trend winter Residual_trend winter

Resldual

/decade

Fig. 3.9. The AO related trend (column 1), total trend (column 2), and residual trend

(column 3) of surface skin temperature in four seasons from 1982 to 2000.
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ERA4Q 2—m temperautre (1982-2000)

AQ_trend winter Total_trend winter Regidual trend winter

/decade

Fig. 3.10. The AO related trend (column 1), total trend (column 2), and residual trend

(column 3) of 2-m air temperature in four seasons from 1982 to 2000 from ERA40.
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APP—x cloud cover {1982—2000)

Total_trend winter Residual_trend winter
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Fig. 3.11. The AO related trend (column 1), total trend (column 2), and residual

trend (column 3) of cloud cover in four season from 1982 to 2000 from APP-x.
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ERA40 cloud cover (1982—2000)
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Fig. 3.12. The AO related trend (column 1), total trend (column 2), and residual

trend (column 3) of total cloud cover in four seasons from 1982 to 2000 from

ERAA40.
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lce concentration (1982-2000)
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Fig. 3.13. The AO related trend (column 1), total trend (column 2), and residual
trend (column 3) of sea ice concentration in four seasons from 1982 to 2000 from

microwave data.
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Moisture convergence (1982—2000)
winter Total_trend winter Residual_trend winter
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Fig. 3.14. The AO related trend (column 1), total trend (column 2), and residual

trend (column 3) of moisture convergence in four seasons from 1982 to 2000 from

TOVS Path-P.
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heat advection surface—850 mb, (1982-2000)
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Fig. 3.15. The AO related trend (column 1), total trend (column 2), and residual

trend (column 3) of heat convergence in four seasons from 1982 to 2000 from

TOVS Path-P.
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Correlation coefficient

Fig. 3.17. Correlation coefficient between the monthly mean surface skin
temperature anomalies and the monthly mean 2-channel statistical inversion
strength anomalies over the period 1980-1996. A correlation coefficient with a

confidence level larger than 95% based on the F test is indicated with +.
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4 The Influences of Changes in Cloud Cover on Recent Surface Temperature

Trends in the Arctic

A variety of recent studies have shown that the Arctic is expected to warm more than
any other part of the earth in response to increasing concentrations of greenhouse gases,
largely because of polar amplification due to feedback effects associated with the high
albedo of snow and ice (cf.,, Manabe et al. 1992). Arctic surface temperatures are
projected to rise at a rate about twice the global mean over the next century (Houghton et
al. 2001). Surface temperature is an extremely important climate change variable,
because it integrates changes in the surface energy budget and atmospheric circulation
(Serreze et al. 2000).

Due to the paucity of conventional observations in the Arctic, especially over the
Arctic Ocean, an evaluation of trends in surface temperature is challenging. Perhaps the
most comprehensive study analyzed the seasonal mean and trends of surface air
temperature based on observations from buoys, manned drifting stations, and land
meteorological stations, with interpolation to fill gaps, in the Arctic from 1979 to 1997
(Rigor et al. 2000). The dataset is a part of the International Arctic Buoy
Programme/Polar Exchange at the Sea Surface (IABP/POLES). The limitations of their
work include the relatively small amount observations over Arctic Ocean and poor
quality of the buoy data especially before 1992. Satellite data provides an opportunity to
investigate the surface temperature over the entire Arctic region by its high temporal and

spatial resolution cover over high latitudes. Chen et al. (2002) derived surface
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temperatures from the Television and Infrared Observations Satellite Operational Vertical

Sounder Polar Pathfinder (TOVS Path-P) dataset, and compared the decadal temperature
trends calculated from TOVS and the POLES data set. They found large discrepancies in
the decadal temperature trends over the central Arctic Ocean in spring. Comiso (2003)
studied the seasonal trend of surface temperature during cloud-free conditions based on
satellite thermal infrared data from thé Advanced Very High Resolution Radiometer, a
five-channel imager on board NOAA polar orbiting satellites. He found the trends in the
cloud-free surface temperature are mainly positive in summer, spring, and autumn; the
trends are generally negative in winter, with some cooling observed in large areas in the
Bering Sea and parts of Russia. Wang and Key (2003, 2005a, 2005b) investigated the
spatial and temporal characteristics and recent trends of Arctic surface, cloud, and
radiation properties in the Arctic from 1982 to 1999 based on the extended AVHRR Polar
Pathfinder (APP-x) product. For the all-sky (clear and cloudy) surface temperature, they
fouﬁd a cooling trend in winter over the central and eastern Arctic Ocean, and mainly
warming trends in spring, summer and autumn. Over the central and eastern Arctic
Ocean, there was also a significant decreasing trend in cloud cover in winter.

In order to understand the Arctic climate system we must first understand cloud
processes, including their interaction with atmospheric dynamics and their influence on
the surface (Curry et al. 1996). Polar cloudiness is expected to change considerably if
decreasing sea ice cover creates larger areas of open water, and the varying atmospheric
circulation changes the moisture advection into Arctic (Groves and Francis 2002a,

‘2002b). There are significant surface temperature differences under cloudy and clear
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conditions, with the observed difference of 8-10 K during October-February and 5-6 K

during March-May and September (Walsh and Chapman, 1998), so it is likely that trends

" in the all-sky surface temperature are strongly dependent upon trends in cloud cover.
Previous studies either focused on cloud-free surface temperature trends, or on trends
under all-sky conditions. In this study, satellite-derived Arctic surface temperature trends
under cloudy, clear, and all-sky conditions are presented, and the effect of the cloud

cover changes on the surface temperature trend is evaluated.
4.1 Data

Data shown in Table 2.1 is used in this study. Furthermore, Monthly means of
surface temperature under cloud-free, cloudy conditions are calculated from the daily
data. At least 10 daily values in a month are required in the calculation of the monthly
means. Due to the high cloud cover in the Arctic, the daily cloud-free and cloudy data are
sub-sampled to a 100 km grid by average to meet this requirement. In this paper, only
the results at 1400 LST are presented. Conclusions based on 0400 LST and 1400 LST
data are similar. |

The seasonal mean is calculated based on the monthly mean data. The seasonal
trends of each parameter are derived based on the seasonal means. Trend analysis were
performed using least square fit regression, where the trend value is the slope of the

regression line. For each trend, an F-test value of significance is computed.
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4.2 Surface Temperature Trends

4.2.1 All-sky Surface Temperature Trends

The seasonal trends of all-sky surface temperature based on APP-x dataset from
1982 to 2004 are calculated on a pixel-by-pixel basis and the results are presented in
Figure 4.1a. In winter, the surface temperature increases over northern Canada,, with the
maximum magnitude over Hudson Bay. The surface temperature decreases over the
Arctic Ocean and the eastern Arctic. Over the central Arctic Ocean, the decreasing trend
is approximately -2.5 K/decade. This cooling trend is consistent with the positive sea ice
extent trend over the Arctic Ocean and Bering Sea in the same season (Parkinson et al.
1999). In spring, significant warming is seen over most of Arctic, including the central
Arctic Ocean, ‘most of northern Canada and Alaska, and north central Russia. The
maximum increasing trend is around 2.0 K/decade over land and over Chukchi ahd
Beaufort Seas. In summer, the surface temperature is generally increasing, with a smaller
magnitude than those in spring. The strong increasing trend can be seen over hortheastem
Russia, Alaska and northern Canada with the maximum trend around 1.5 K/decade. Over
the central Arctic Ocean and north central Russia, the trends are near 0. In autumn, there
are strong increasing surface temperature trends over Beaufort Sea, Chukchi Sea, _Alaska,
and northern Canada, with the maximum trend around 2.0 K/decade. This warming trend
is closely related to the sea ice cover retreat in the 1990s (McPhee et al. 1998; Comiso
2001). The trend over most of the Arctic Ocean is negative, with the magnitude around

-0.5 K/decade. In four seasons, the surface temperature trends over northern Europe are
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positive, with the strongest inci‘easing in spring of 2.0 K/decade. The trends based on the

APP-x all-sky surface temperature at 04:00 LST are similar (not shown).

The all-sky surface teniperature trends ﬁom the Aprx dataset in four seasons arc
compared with the surface air temperature trends from ERA-40 reanalysis grid-by-grid,
after the APP-x trends are sampled to the ERA-40 grid. It should be noted that AVHRR
data were not assimilated in the ERA-40 reanalysis. The APP-x trends are calculated
5ased on,the APP-x all-sky surface skin temperature at 1400 LST; the ERA-40 trends are
calculated based on the monthly mean of all four daily times of surface air temperature.
The trends from 1982 to 2001 are calculated instead of 1982 to 2004, as ERA-4O ends at
August 2002. Overall there is good agreement between APP-x surface skin temperature
trends and ERA-40 surface air temperature trend in four seasons, as shown in Figure 4.2.
The average biases between them in winter, spring, summer, and autumn are —0.40, -0.05,
0.13 »and —0.31 K/decade; the RMS difference are 0.80, 0.63, 0.50 and 0.65 K/decade;
and the correlation coefficients between these two trends in four seasons are 0.60, 0.56,
0.43 and 0.53 respectively.

‘Time series of seasonal anomalies of the APP-x surface skin temperature and the
ERA-40 surface air témperature over selected regions (Region 1: Arctic basin (Groves.
and Francis 2002a); Region 2: northern Europe; Region 3: north central Russia; Region
4: northeastern Russia; Region 5: Alaska; Region 6: northern Canada;) are shown in
Figure 4.3. Due to a gap in AVHRR data during the 1995 winter, the data is the
interpolated between the 1994 and 1996 winters. These two anomalies show good

agreement.
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4.2.2 Clear-sky and Cloudy-sky Surface Temperature Trends

Surface temperature trends from 1982 to 2004 under cloud-free and cloudy
conditions in four seasons based on APP-x dataset are calculated in same way as the all-
sky trends. They are shown in Figures 4.1b and 4.1c. The cloudy sky surface temperature
trends could be a result of changes in cloud properties, atmospheric circulation and heat
advection, and/or sea ice cover. The clear-sky surface temperature trends might result
from the changes in the atmospheric circulation, heat advection, and/or sea ice cover. The
cloud-free and cloudy surface temperature trends exhibit similar patterns as the all-sky
trends shown in Figure 4.1a.

However, for the regions where both clear and cloudy trends are positive, including
most of North America in winter, the Chukchi and Béaufort Seas in spring, the central
Arctic Ocean in summer, and most of North America, the Chukchi and Beaufort Seas in
autumn, the magnitude of the warming trends under cloud-free conditions is larger than
under cloudy conditions. For the regions where both trends are negative, including the
eastern Arctic Ocean and north central Russia in winter, and part of northeastern Russia
in spring, the magnitude of both trends are comparable. Under cloudy conditions, the
trends are not as dramatic as under cloud-free conditions, which again implies that clouds
have a negative feedback on the surface temperature trends, as pointed out by Wang and

Key (2003).
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4.3 The Influence of Clouds on All-sky Tempefature Trends

Over the Arctic, especially over Arctic Ocean, clouds radiatively warm the surface at
all times of the year except during a portion of the summer (Curry et al. 1993; Schweiger
and Key 1994; Walsh and Chapman 1998; Intrieri et al., 2002). As a result, the difference
between the cloudy and the cloud-free seasonal mean surfage temperature is 8-10 K
during October-February, and 5-6 K during March-May and September over sea ic¢
based on in situ observations (Walsh and Chapman, 1998). Therefore, if the surface
temperature under cloud-free and cloudy conditions remains constant (but different from
eachb other), and cloud cover changes over the years, the all-sky surface temperature
observed from satellite will, of course, chapge. Can we quantify the influence of cloud

cover trends on the all-sky surface temperature trend?
4.3.1 Partition of All-sky Surface Temperature Trends

The clear and cloudy surface temperature and cloud cover are assumed to change
linearly over a time period of Z years, e.g., from 1982 to 2004. The surface temperature
retrieval with satellite data is assumed to have biases A, for cloud-free and A.q for
cloudy conditions; these biases do not change over time. At the beginning of the time
period, the cloud-free surface temperature 1s Tetr,1HAck, Wwhere Ty, is the 1'1nbiased real
cloud-free surface temperature. Similarly, the cloudy surface temperature is Teig1+Aci,
where T4, is the unbiased real cloudy surface temperature; the cloud cover is C;. All

\

three parameters change linearly with time. At the end of the Z years, the cloud-free
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surface temperature is Tey2tAcr; the cloudy surface temperature is Tegg2+Acq; and the

cloud cover is C,. The trends of the cloud-free surface temperature, cloudy surface
temperature, and cloud cover are S¢pr, Scig, and S, respectively. The means of the cloud-
free surface temperature, the cloudy surface temperature, and cloud cover over this time
period are Ty, Tciq, and C, respectively. The relationships between these variables are:

Tclr,2 + Aclr = Tclr,l + Aclr + Scer

Tld,2 +A, = Tld,l +A 4 +Scle

C,=C +S8,2Z
Tclr = (T +Tclr,2)/2+Aclr = Tlr,real +Aclr

clr 1 cl

TcId =(Tcld,1+TcId,2)/2+Acld :Tcld,real +Acld
C=(C,+C,)/2

where Teir reat and Teq reat are the real (true) mean of the cloud-freé and cloudy surface
temperature without retrieval biases. In the following sections, the seasonal means of the
cloud-free surface temperature, the 6loudy surface temperature, and cloud cover are
calcuiated as the mean of all the individual seasonal means, not the average of the
seasonal mean in the first and last year. Then the all-sky surface temperature at the

beginning and end of the time series, and the trend are:

Ty, = (Tczr,l +A,)(A-C)+ (Tcld,l +4,,)C
Ty =Ty, +A,)A-C)+ (T, +A,,)C,
Sall = (Tau,z ‘7;11,1)/ Z
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It can be proven that:

Sar = [S lr/(l -O)+ ScldC]+ (T —T,)S. 1)

Sall = [S (1 - C) + SCldC]+ (T;:ld\,real - ]:,'lr,real )Sc + (Acld - Aclr )Sc (2)

clr

In equation (1), the first component of Sy in brackets is the combination of the
cloud-free surfaée temperature trend weighted by the cloud-free area fraction and the
cloudy surface temperature trend weighted by the cloud cover, which we call trend A for
convenience hereinaﬂer. The second term on the right represents the trend caused by
cloﬁd cover changes, which we call trend B. The surface temperature retrieval biases alsb
have an effect on the all-sky trend, which is indicated as an expanded form of trend B in
equation (2). This is a “false” trend that should be removed from the real trend.

Figure 4.4 shows the seasoﬁal mean of the APP-x surface temperature difference
under cloudy and cloud-free conditions. For most regions in the Arctic in winter, spring,
autumn, and over Arctic Ocean in summer, the cloudy surface temperature is higher than
that under cloud-free conditions because of the cloud radiative warmiﬁg effect. The
difference over Arctic Ocean is around 8 K in winter and in spring, 3 K in summer, and 6
K in autumn, which is consistent with the observed value over Arctic Ocean reported by
Walsh and Chapman (1998). Figure 4.1d shows the seasonal trend of APP-x cloud cover
from 1982 to 2004. Over most regions in winter and autumn, the cloud cover decreases,
especially over the Arctic Ocean in winter. Over most regions in spring, the cloud cover
increases. In summer the clqud cover does not change significantly. These differenceé in

surface temperature coupled with cloud cover trends produce the trend B portion of the
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total trend. According to equation (1), a negative trend B can be expected in winter and

autumn, and a positive trend B can be expected in spring over Arctic Ocean.
4.3.2 Two Components of the Total Trends

~ Figure 4.5 shows trend A (Figure 4.5a) and trend B (Figure 4.5b) based on the APP-
x data set from 1982 to 2004. Trend A is calculated as the first term in equation (1) using
the data shown in Figur;: 4.1a and 4.1b and seasonal mean cloud cover. Trend B is
calculated as the second term in equation (1) using data shown in Figure 4.4 and Figure
4.1d. In winter, trend A has similar pattern as the all-sky trend, which has an increasing
trend in the western Arctic and a cooling trend over the eastern Arctic and mosf of the
~ Arctic Ocean. Trend B is negative over most Arctic Ocean, with a magnitude from —0.4
K/decade to -1.5 K/decéde. This trend arises from the higher surface temperature under
cloudy conditions, and the significant cloud cover decrease over the Arctic Ocean in
winter. For regions over the Arctic Ocean with cooling total trends, trend B is -0.5
K/decade lower than trend A, which means the trend B contributes more than trend A to
the total cooling over the eastern Arctic Ocean. The warming trend over the western
Arctic Ocean could b\e higher if trend B were not decreasing.
In spring, trend ‘A has a éimilar pattern to the all-sky trend, which shows warming
over most regions in the Arctic,. The trend B is positive over the Arctic Oceaﬁ, with a
magnitude around 0.5 K/decade. This trend originates from the warmer surface

temperature under cloudy conditions, and increasing cloud cover over the Arctic Ocean

in spring. Trend B is smaller over the Chukchi and Beaufort Seas, and larger around the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



, 82
North Pole than that of the real trend, and the pattern of trend A dominates the all-sky

trend pattern over land in the spring. In summer and autumn, trend B is relatively smaller
than in winter and spring, and trend A contributes most to the total trend. However, trend

B around North Pole in autumn is as high as —0.7 K/decade.
4.3.3 Retrieval Bias on the Total Trends

In addition to cloud cover changes and the difference between cloudy and clear-sky
surface temperatures, trend B is also a function of retrieval biases in the satellite-derived
surface temperature. The relative importance of this trend in trend B depends on the ratio
of the absolute magnitude of the difference between the clear>and cloudy sky biases and
the absolute magnitude of the real surface temperature difference under cloudy and clear-
sky conditions. For the sake of illustration, the cloudy and clear-sky surface temperature
differences based on APP-x are 8, 8, 3, and 6 K, respectively, in winter, spring, summer
and autumn. If the bias difference is 2 K, the trend caused by bias difference will be 1/4,
1/4, 2/3, and 1/3 of trend B in winter, spring, summer and autumn. This impact of
retrieval biases is small, but important. For example, in winter, the trend caused by bias

difference over Central Arctic will be —0.3 K/decade.
4.4 Discussion and Conclusion

The all-sky surface temperature trends from 1982 to 2004 based on APP-x data set
show warming trends over most regions in the Arctic spring and summer. In autumn,

there is strong warming over the Beaufort Sea, the Chukchi Sea, Alaska, and northern
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Canada, though a cooling trend is evident over northern Russia. In winter, the cooling

trend is significant over the eastern Arctic and most Arctic Ocean, with a warming trend
over the western Arctic. A comparison of the all-sky surface temperature trends from
APP-x and ERA-40 from 1982 to 2001 shows good agreement.

The surface temperature trends under cloud-free and cloudy conditions are spatially
similar to th¢ all-sky trends, indicating that the clear and cloudy trends are similar in sign.
But the absolute magnitude of the trend under cloud-free conditions is larger than that
under cloudy conditions, which reflects the negative feedback of cloud on the surface
temperature.

A method was presénted to separate the effect of changes in cloud cover from the
total surface temperature trend. The surface temperature trend is partitioned into two
parts: the first part (trend A)r ﬁis the linear combination of the surface temperature trends
under cloud-free and cloudy conditions; the second part (trend B) is caused by the trend
in cloud cover and the surface temperature difference under cloudy and clear-sky
conditions. Trend B is significant in winter and spring over Arctic Ocean because of the
significant cloud cover changes and cloudy/clear surface temperature differences. In
winter, more than half of the decreasing surface temperature trend is' from trend B over
the central Arctic; i.e., the trend ih cloud cover significantly affects the trend in the all-
sky surface temperature. In spring, trend A contributes more than trend B to the total
trend over land and over the Chukchi and Beaufort Seas. In the autumn and summer,
trend A dominates, because cloud cover trends are small and/or the clear/cloudy sky

temperature difference is small. The trend caused by a bias in the satellite retrieval of
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surface temperature is a part of trend B, and it accounts for 1/4, 1/4, 2/3, and 1/3 of trend

B in winter, spring, summer and autumn respectively, given a retrieval bias difference of
2 K between cloudy and clear-sky conditions.

The surface temperature trend will be noh-zero if cloud cover changes significantly,
even if the clear and cloudy-sky surface temperatures remain constant. Significant total
cloud cover changes are found in different regions of the globe, e.g., 1.4% (of sky) per
decade increasing total- cloud cover in U.S. since the late 1970s (Dai et al. 2006) and -
0.88% per decade decreasing total cloud cover in China since the 1950s (Qian et al.
2006). The influence of cloud cover changes on the total surface temperature trend in the
U.S. and China can be around -0.1 K/decade and 0.06 K/decade under the assumption
that the temperature difference under cloudy and clear conditions is -7 K in the mid-
latitudes. In the context of an observed 0.31 K/decade Northern Hemisphere land-surface
air temperature trend from 1976 to 2000 (Jones et al., 2001), this non-negligible trend
needs to be considered in studying the regional total surface temperature trend, and bits

Causces.
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Seasonal trend of APP—x clear—sky surface skin temperature (1882-2004)
Winter

Seasonal trend of APP—x all~sky surface skin temperature (1982-2004)

K/decade K/decade

Seasonal trend of APP—x cloudy—sky surface skin temperature (1982-2004) Seasonal trend of APP—x cloud cover (1982—2004)

Winter

K/decade

Fig. 4.1: Seasonal all-sky (Fig 4.1a, top left), clear-sky (Fig 4.1b, top right), cloudy-sky (Fig
4.1c, bottom left) surface temperature trends, and cloud cover trends (Fig 4.1d, bottom
\ right) from 1982 to 2004 based on APP-x dataset. A trend with a confidence level larger

S than 95% based on the F test is indicated with +.
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Decadal trend in winter Decadal trend in spring
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Fig. 4.2: The comparison between the seasonal trends from the APP-x data set and

ERA-40 data set, 1982-2001.
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Fig. 4.3: Time series of tegional means, seasonal APP-x surface skin temperature
anomalies (solid line), and ERA-40 surface air temperature anomalies (dotted line) in

winter and spring over selected regions.
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Fig. 4.4: The difference between the seasonal mean surface temperature under cloudy

and cloud-free conditions based on the APP-x dataset.
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5 Possible Causes of Seasonal Cloud Cover Changes in the Arctic, 1982-2000

5.1 Possible Causes of Seasonal Cloud Cover Changes in the Arctic in winter,

1982-2000

The effect of clouds on radiation in the Arctic is complex owing to the high
reflectivity of snow and ice, the absence of solar radiation for a large portion of the year,
low temperaturés and water vapor amounts, and ubiquitous temperature inversions (Curry
et al. 1996). As an important component of the surface and atmospheric energy budget,
radiation affects the surface and atmospheric temperature, and interacts with energy
transport from lower latitude. The ability to understand and model clouds, radiation
processes, and their relationship with atmospheric dynamics and the underlying boundary
is extremely important for understanding the Arctic and global climate systems.

Wang and Key (2003,2005b) presented cloud frantion trends from 1982 t01999 over
the area north of 60°N based on the extended Advanced Very High Resolution
Radiometer (AVHRR) Pathfinder (APP-x) dataset. They found increasing trends in cloud
fraction during spring and summer ( 3%/decade in spring and 1.5 %/decade in summer ),
and associated these trends with increasing cyclonic activity. They also found a
statistically signiﬁcant decrease in cloud fraction over the central Arctic in autumn, and
over most of fhe Arctic in winter (-5 %/decade in winter). During the same time period,
Arctic c)?clone frequency and intensity in winter increased (Serreze et al. 1997; Key and

Chan 1999; McCabe et al. 2001; Zhang et al. 2004).
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Cloud formation mechanisms in the Arctic are not well understood. Curry et al.

(1996) stated that clouds in the marginal ice zone are frequently associated with frontal
systems; the formation of mid- and upper-level clouds over the Arctic Ocean are closely
associated with frontal systems and cyclone activities; and low-level clouds form when
relatively warm, moist air is advectgd into the polar basin and cools radiatively (Herman
and Goody 1976; Curry 1983). Beesley and Moritz (1999) examined three factors that
control low cloud amount over the Arctic Ocean, including moisture ﬂux convergence,
s;lrface evaporation, and microphysical processes related to atmospheric ice. They further
suggested that temperature-dependent ice-phase processes are essential in low cloud
formation based on model simulations.

In this study the decreasing cloud cover trend over the Arctic Ocean in winter from
1982 to 2000 is examined, and a possible cause for this trend is proposed. Possible cloud

formation mechanisms over the Arctic Ocean in winter are also investigated.
5.1.1 Data

Data shown in Table 2.1 is used in this study. Daily cloud cover in the cold season
from the APP-x is also used in this study. For the APP-x dataset, only the results at 1400
LST are presented. Conclusions based on 0400 LST and 1400 LST data are similar.

Seasonal means of each parameter in winter (December, January, February) are
calculated based on the monthly méans, seasonal trend from 1982 to 2000 of each

parameter is derived based on the seasonal means. Trend analysis is performed using
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least square fit regression, where the trend value is the slope of the regression line. For

each trend, an F-test value of significance is computed.
5.1.2 Trends in Cloud Cover and Moisture Convergence in winter

Wang and Key (2003, 2005b) repqrted decreasing cloud amount over the Arctic in
winter from 1982 to 1999. In this study, the APP-x data set is extended to including data
in 2000; the winter cloud trend including 2000 data is presented in Figure 5.la.
Significant decreasing cloud cover is apparent over most of the Arctic Ocean, with a
maximum decadal trend of approximately —12% over most of the eastern portion. Cloud
cover over land does not change significantly. Based on cloud cover retrievals in TOVS
Path-P, Schweiger (2004) also reported significant decreasing cloud cover over the winter
Arctic Ocean from 1982 to 2001. Comiso (2003) found a decreasing cloud cover over sea
ice areas (ice concentrations > 80%) based on AVHRR data using a different retrieval
algorithm. The winter cloud cover trend from 1982 to 2000 in the ERA-40 reanalysis
(Figure 5.1b) shows generally negative trends over the Arctic Ocean. Negative trends in
surfaqe skin temperature over the Arctic Ocean in winter (Wang and Key 2005b, Comiso
2003), and 2-m air temperature in winter from ERA-40 are also evident. This
corroboration among trends in cloud cover from different satellite sensors and algorithms,
as well as the ERA-40 reanalysis, provide further confidence in the decreasing winter
cloud cover over the Arctic Ocean observed in the APP-x product.

The seasonal trend of moisture convergence in the Arctic winter from 1982 to 1998

is shown in Figure 5.1c. Over the Arctic Ocean, significant positive trends exist over the
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Beaufort Sea, eastern Greenland-Iceland-Norwegian (GIN) Seas, and the western Barents

Sea. -Significant negative trends are observed over the Bering Strait, the Nansen Basin,
and part of the Barents and Kara Seas (75-90°N, and 45-90°E; hereafter the “NBK
region”).

Groves and Francis (2002b) calculated mean net precipitation, which is the
difference between the moisture convergence and the tendency of the vertically
integratéd precipitable water. They showed the decadal difference during the cold season
(November-May) between the period from 1989 to 1998, and from 1980 to 1988 (Figure
14 of their paper). The trend patterns of the moisture convergence are consistent with the

decadal difference patterns of the net precipitation.
5.1.3 Possible cause of decreasing cloud cover over NBK region

Winds transport moisture from low to high latitudes, where some of the moisture
condenses to form clouds. Decreasing Arctic cloud cover in winter may be associated
with changes in moisture convergence. To investigate this possibility, monthly mean
APP-x cloud cover and moisture convergence in the cold season (November-March)
from 1982 to 1998 are first converted to monthly anomalies by subtracting mean monthly
values for each individual month, tﬁen the anomalies are detrended. Finally correlation
coefficients between monthly anomalies in the cloud cover and the moisture convergence
are calculated (Figure 5.2). Statistical significance is determined with a student-t test.
Relatively higher positive correlations occur over northeastern Russia/Bering Strait and

over the NBK region, where negative trends in both moisture convergence and cloud
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cover occur. Time series of the monthly anomalies of cloud cover and moisture

convergence averaged over the NBK region in the cold season (Figure 5.3) are
predominantly in phase, with a correlation coefficient of 0.43 and conﬁdénce level of
99.9%. This suggests a corresondence between changes in cloud cover and moisture
convergence over this region. Note that cloud cover anomalies decreased substantially in
1988, although no inter-satellite bias is observed. (Do we need this sentence? Or we can
comment on this if reviewers ask?)

Negative trends in moisture convergence and cloud cover over the NBK region may
result from weaker cyclonic activity in the area. Cyclone frequency and intensity in fhe
Arctic overall increased from 1982 to 2000 (Zhang et al. 2004; McCabe et al. 2000). But,
changes may vary over different regions. Serreze et al. (1997) found opposite teﬁdencies
in cyclone activity over the Barents and Kara Seas under the positive mode of the North
Atlantic Oscillation (NAO) from 1966 to 1993. The NAO index during winter has
changed to a predominantly positive mo‘de since about 1970, suggesting a decrease in

-cyclonic activity over the NBK region during 1982 to 2000. Zhang et al. (2004) showed
that Arctic cyclone activity increased during the second half of the twentieth century, but
this is associated with decreased cyclone center counts over the NBK region (Figure 13c
of their paper).

Weaker cyclone activity over the NBK region may be related to trends in sea level
pressure and wind, as shown in Figure 5.1d. Sea level pressure decreased over most of
the Arctic Ocean, which is consistent with increasing cyclone activity in the Arctic. The

magnitude of this decrease varies spatially, however. Between Scandinavia and Svalbard
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trends are over -2 hPa/decade, while around the North Pole are -1.6 hPa/decade. These

are larger than that over the NBK region (-1.2 hPa/decade), which results in an
anti‘cyclohe-like pattern in the wind-field trends over the NBK region. This anticyclonic
pattern may be associated with the weakened cyclone activity and decreased moisture

convergence, which lead to reduced cloud cover over the NBK region.

I3

- §5.1.4 Possible cause of decreased cloud cover over the central Arctic Ocean

APP-x cloud cover trends in Figufe 5.1a show significant decreasing trends over
most of the Arctic Ocean from 1982 to 2000. Though the negative cloud cover trend
associated with decreased moisture convergence over the NBK region may be attributed

" to weaker cyclone activity, decreased cloud cover over other regions in the Arctic Ocean
is still unexplained. Furthermore, trends in moisture convergence over the Beaufort Sea
and Canada Basin are significantly positive while the cyclone activity over the Arctic
Ocean does not appear to have declined except in the NBK region.

Serreze and Barry (1988) found that cyclones from the North Atlantic and the
Barents Sea coastline merge near 75-90°N, 30-90E, then track eastward to northeastward.
This raises the possibility that if less cloud cover over the NBK region is related to the
decreased cloud cover over other regions in the Arctic Ocean, cloud cover decline over
the NBK region may result in decreased cloud cbver elsewhere in the Arctic Ocean
regions by advection. To investigate this possibility, an index is created from averaged
monthly anomalies in cloud cover over the NBK region for each month. Monthiy

anomalies of cloud cover at each grid point in the Arctic are then spatially correlated with
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that index during the cold season from 1982 to 2000 (Figure 5.4). High positive

correlation values exist over most of the Arctic Ocean, with larger values in the eastern
versus western Arctic. This pattern suggests that cloud cover anomalies over most of the
- Arctic Ocean are in phase:. |

Cloud cover anomalies over other regions in the Arctic Ocean might also be affected
by cloud cover anomalies over the NBK region, and reduced doud cover over other
regions in the Arctic Ocean might originate from the decreased cléud cover over the
NBK region. To examine thisk possibility, the Arctic Ocean is divided into five areas, each
45 degrees of longitude (from 45°E to 270°E), sequentially éastward around the Arctic.
These are designated regions 1 to 5 (1 NBK region, 2 Laptev Sea, 3 East Sibefian Sea, 4
Chukchi/Beaﬁfort Seas, 5 Canada Basin). These five areas exhibit significant decreased
cléud cover. From November to the following March, daily APP-x cloud cover over each
of these ﬁve regions is averaged; daily anomalies are calculated by subtracting 30-day
means; and correlation coefficients between the daily anomélies over the NBK region and
over other four regions are calculated, with the NBK region leading other regions by 0 to
7 days. Correlation coefficients and their significance for November 1995 to March 1996,
for example, are presented in Table 5.1. Correlation coefficients within the NBK region
itself decrease with time; values between the NBK region and the Laptev Sea are highest
within 2 days with confidence > 95%, after which it decreases. Values between the NBK
region, the East Siberian Sea, and the Chukchi/Beaufort Seas are small within a 2-day
lag, then become larger and statistically significant later, with maxima at 3- and 4-day

lags. Correlations between the NBK regions and the Canada Basin are largest at 5- and 6-
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day lags. The cloud cover anomalies over the NBK region appear to be advected to the

Laptev Sea, the East Siberian Sea, the Chukchi/Beaufort Seas and the Canada Basin
successively. In Figure 5.1.d, the wind trend shows a clear increased flow from NBK
eastward to the other four areas, which supports the notion that the cloud anomalies in
NBK are advected to the other areas. Correlation coefficients for the Caﬁada Basin

leading the Chukchi/Beaufort Seas and then NBK, however, do not exhibit this pattern.
5.1.5 Discussion

Over the NBK region, the observed decrease in cloud cover appears to be associated
with reduced moisture convergence owing to weaker cyclone activity. Decreased cloud
cover over other regions in the Arctic Ocean seems to follow a reduction in cloud cover
over the NBK region. It is possible that this relationship also exists in the Pacific side of
the Arctic. Associated with less moisture convergence over northeastern Russia and the
Bering Strait, cloud cover over that region (65-75°N, 150-200°E) [which?] decreases, and
less cloud is advected into the central Arctic Océan. Correlation coefficients between
monthly anomalies in the cloud cover and the moisture convergence is 0.28 over the
region bounded by 65-75°N, 150-200°E, which is smaller than that over the NBK region.
Cloud cover anomalies over the East Siberian Sea appear to affect cloud cover over the
Chukchi/Beaufort Seas and the Canada Basin, similar to the way the NBK region affects
other four regions Serreze and Barry (1988) found that cyclones from the North Atlantic

and the Barents Sea rarely penetrate into the western Arctic. So, reduced cloud cover over
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region the region within 65-75°N, 150-200°E might have a stronger influence on the

Chukchi/Beaufort Seas and the Canada Basin.

Other than moisture convergence, changes in surface evaporation could also
influence cloud amount. Herman and Goody (1976) argued, however, that surface
evaporation is small or negative during winter months and strong surface-based
inversions suppress upward mixing. Seasonal mean surface evaporation in winter overk
the NBK region from ERA-40 is much smaller than the moisture convergence, and there
is no significant trend of winter surface evaporation over the Arctic Ocean from 1982 to
2000, thus this appears to be an unlikely explanation for observed cloud change in this
region./

Beesley and Moritz (1999) suggest that the temperature dependence of ice-phase
microphysical processes is an essential factor in explaining the annual cycle of low cloud
amount in the Arctic. If more ice particles exist in the cloud, cloud cover would decrease
owing to the quicker dissipation of the cloud, which comes from the quicker falling out of
the ice particles. Trends in cloud phase derived from the APP-x product, which senses
mainly cloud-top particles, suggest tﬁe percentage of ice cloud has increased over most of
the central Arctic Ocean. While these trends are statistically significant only over the
Nansen Basin, they are consistent with the decreased cloud cover, as suggested by
Beesley and Moritz (1999). If less cloud is advected into the central Arctic Ocean, then
more ice cloud even decrease the cloud cover more by quicker falling out of the ice

particles
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5.2 Possible Causes of Seasonal Cloud Cover Changes in the Arctic in spring,

summer, and autumn, 1982-2000

Cloud cover in spring and summer generally increases in the Arctic from 1982 to
2000. In autumn, cloud cover increases over the Beaufort and Chukchi Seas, the northern
Canada, and the northeastern Russia; decreases over the Arctic Ocean. Trends in thé
cloud cover in spring, summer, and autumn are related to the trends in the cyclone
activities and surface evaporation.

Correlation coefficients between monthly anomalies in the APP-x cloud cover and
TOVS Path-P moisture convergence in four seasons from 1982 to 1998 are calculated
and shown in Figure 5.5. A student-t statistical confidence level is calculated for each
correlation coefficient and shown in Figure 5.5. In spring, significant high positive
correlation coefficients show up over part of the north central Russia, part of the
northeastern Russia, and the Hudson and Baffin Bays; in summer, significant high
positive correlation coefficients show up over part of the north central Russia, and the
Chukchi Sea; in autumn, significant high positive correlation coefficients show up over
regions between the northeastern Russia and the north central Russia. All these
significant positive correlations are accompanied with significant positive trends in
moisture convergence. These increasing moisture convergence might be closely related to
the increasing cyclone activities in these three seasons in the past two decades, which is
studied and demonstrated.(Zhang et al. 2004; Serreze et al. 1997). The increasing cyclone
activities in spring, summer, and autumn form more cloud in these seasons, which is

demonstrated by the trends in the moisture convergence. The anomalies in Cyclone
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Activity Index (CAI) (Zhang et al. 2004), which represents a combination of information

about cyclone intensity, trajectory count, and duration, in the Arctic from 1950 to 2000
are shown in four seasons (Figure 5.6). In each season, fhere is significant increase in the
CAL From 1982 to 2000, the CAI shows negatiVe anomalies in the 1980s, and positive
anomalies in the 1990s, which indicates strengthened cyclone activity during this period
in the Arctic. It needs to be pointed out that since 1990, the CAI drops significantly.
Trends in moisture »com)ergence due to changing cyclone activities cannot explain
the increasing cloud cover over Beaufort and Chukchi Seas in autumn, where there are
not significant trends in moisture convergence or significant correlations between cloud
anomalies and moisture convergence anomalies. As another important source of cloud
formation in warm seasons, the surface evaporation might affect the cloud cover over the
Beaufort and Chukchi Seas in autumn. Correlation coefficients between monthly
anomalies in the APP-x cloud cover and ERA40 surface evaporation from 1982 to 2000
\(Figure 5.7) show significant positive correlation coefficients over the Beaufort and
Chukchi Seas. Over the same region, sea ice concentration decreases at the rate over —
5.0%/decade from 1982 to 2000, which léads to more open water, an in turn more surface
evaporation. Increasing cloud over this region might come from tﬁe increasing surface

evaporation, which is converted to cloud by convection.
5.3 Summary

Decreased winter cloud cover over the Arctic Ocean from 1982 to 2000 is apparent

both in the APP-x data set, TOVS retrievals, and in the ERA-40 reanalysis. This trend
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‘cannot be attributed only to changing cyclonic activity in the Arctic, as the cyclone

frequency overall has increased. Surface evaporation is small or negative over the Arctic
Ocean in winter, thus it also cannot explain the observations.

Cloud cover anomalies over the Nansen Basin-Barents Sea-Kara Sea (NBK) region
(75-90°N, 45-90°E) are closely related to moisture convergence anomalies. Over the
NBK region, cyclone frequencies decreased during the same time period, which may be
responsible for the decreased moisture convergence and cloud cover over this region.

- Cloud cover anomalies over the NBK region are closely related to cloud cover anomalies
over the central Arctic Ocean, and anomalies over this region lead those over the regicns
to the east (regions numbers 2, 3, 4, 5 in Table 1). Decreased cloud over the NBK region
appears to result in yless cioud advected into the central Arctic Ocean, contributing to
lower cloud amounts. Cloud phase also appears to have changed, such that ice cloud
fractions increased over the central Arctic Ocean, which would decrease cloud cover
owing to the quicker fall out of the ice particles. Less cloud cover is also observed in the
E. Siberian Sea region, and could lead to the decreasing cloud cover over the
Chukchi/Beaufort Seas and the Canada Basin.

1n spring, summer, and autumn, the general increasing cloud cover can be attributed
to the stronger cyclone activities. Over some regions, the increasing eurface evapcration

can be another factor affecting the cloud cover.
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APP—x cloud cover trend in winter (1982-2000) ERA40 claud cover trend in winter (1982—-2000)

T =
© Jdecads ‘ [Contour from -2 o 2 by { hPa/decade]

C)
Fig 5.1. Decadal trends in (a) cloud clover from the APP-x (%/decade), (b) cloud cover from -
ERA40, (c) moisture convergence (cm/month) from TOVS Path-P, (d) sea level pressure (hPa)
and wind (m/s) from ERA40, in the wintertime in the Arctic from 1982 to 2000. A trend with a

confidence level larger than 95% based on the F-test is indicated with +.
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Correlation coefficient

Fig. 5.2. Correlation (%) between the APP-x cloud cover monthly anomalies and the TOVS
moisture convergence monthly anomalies in the cold season from 1982 t01998. A trend

with confidence level larger than 95% based on student-t test is assigned with +.
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Correlation coefficient

Fig. 5.4. Correlation between APP-x cloud cover monthly anomalies in each grid

cell and those averaged over (75-90; 45-90) in the cold season from 1982 to 2000.
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winter spring

summer autumn

8 ¥ 5 8

Fig. 5.5. Correlation coefficient between the APP-x cloud cover monthly
anomalies and the TOVS Path-P moisture convergence monthly anomalies in
winter, spring, summer, and autumn from 1982 t 01998. A trend with confidence

level larger than 95% based on student-t test is assigned with +.
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Fig. 5.6. Time series of Cyclone Activities Index anomalies in the Arctic in winter;

spring, summer and autumn from 1950 to 2000.
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winter spring

summer autumn

Fig. 5.7. Correlation coefficient between the APP-x cloud cover monthly anomalies and
the ERA40 surface evaporation monthly anomalies in cold season from 1982 t 01998.
A trend with confidence level larger than 95% based on student-t test is assigned with

+.
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Table 5.1. Correlation coefficients (CCs) of cloud cover anomalies among 5 regions over

Arctic Ocean in winter in 1995. CCs with confidence level higher than 95% are

underlined.
Region 1 Region 2 Region 3 ~Region 4 Region 5
cc NBK Laptev E. Siberian | Chukchi/Beaufort | Canada Basin
5 (75-90°N) | (75-90°N) | (75-90°N) (75-90°N) (75-90°N)
(45-90°E) | (90-135°E) | (135-180°E) (180-225°E) (225-270°E)
0_day lag 1.00 0.48 0.15 0.17 0.23
1 daylag | 0.68 0.45 0.15 0.25 0.25
2_day lag 0.45 0.39 0.25 0.29 0.14
3 daylag | 028 0.28 031 0.34 0.14
4 day lag 0.17 0.16 0.29 0.36 0.22
5 daylag | 0.07 -0.08 0.19 0.32 0.36
6_day lag 0.04 -0.13 0.16 0.27 0.30
7 day lag 0.06 -0.19 0.03 0.16 0.19
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6  Conclusions and Future Plans
6.1 Summary and Conclusions

Significant changes in surface temperature, total cloud cover, lower tropospheric
structure, heat and moisture con\}ergence, and sea ice concentration in the Arctic in the
past two decades are found based on satellite data and a reanalysis product. For different
areas and seasons in the Arctic, these changes are different.

Significant cooling of all-sky surface temperature is found over the Arctic Ocean in
winter from 1982-2000 based on the APP-x dataset, with the cooling trend around -2.5
K/decade over the central Arctic Ocean. A similar trend is also seen in the ERA40
reanalysis. This cooling winter all-sky surface temperature is consistent with the
decreasing winter cloud cover over the Arctic Ocean, derived from both APP-x and
ERAA40, because clouds over the Arctic Ocean in winter warm the surface. In spring and
summer, the all-sky surface temperature in the Arctic is generally warming. Surface
temperature trends under cloud-free and cloudy conditions are spatially similar to the all-
sky trends. However, the absolute vmagnitude of the trend under cloud-free conditions is
larger than that under cloudy conditions, which demonstrates the negative feedback of
clouds on the surface temperature.

Winter cloud cover decreased significantly over the Arctic Ocean from 1982-2000,
with the maximum trend around —15%/decade. In spring and summer, the general trend

in cloud cover increased. In autumn, there are no apparent trends over the Arctic.
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Moisture convergence has positive trends over the Canada Basin and the eastern GIN

Sea areas; negative trends over portions of the Nansen Basin, the Barents and Kara Seas;
and around the Bering Strait in winter from 1982-1998. In spring, positive trends of
moisture convergence are found over the Beaufort and Chukchi Seas, north central
Russia, and part of North Canada, which corresponds to the positive trends in cloud cover
over these regions. Heat convergence showed positive trends over portions of the
Chukchi Sea, Alaska region, and northern Eurbpe; and negative t;ends over regions
surrounding the Nansen Basin, north central Russia and around the Bering Strait in winter
from 1982-2000.

In winter, the sea ice concentration increased over most of the Arctic Ocean froﬁ
1982-2000, with the maxi{num trend around 3.0%/decade. Meanwhile, decreasing sea ice
concentration trends are seen over Hudson and Baffin Bays, and around the sea ice edge

" in the Barents and Kara Seas. Sea ice concentration changes in spring shows similar
patterns as those in winter. In summer and autumn, the sea ice concentration decreases
over most of the Arctic Ocean, with a maximum negative trend of more than —
5.0%/decade.

Clear-sky temperature inversion strength, one important parameter of the lower
troposphere atmospheric structure, is derived from satellite data from 1980-1996 using a
2-channel statistical algorithm based on the different absorbing characteristics in the
window chanﬁel and water vapor channel. In the cold season, the clear-sky temperature
inversion is weak over the Greenland and Norwegian Seas, the Barents Sea, and northern

Europe, which is attributable to turbulent mixing over open water and high cloud cover in
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this region during the winter. Inversion strength increases eastward, followed by a

decrease over Alaska. Stronger inversion can be seen over northern Russia, northern
Canada, and the pack ice, with the largest values near several Russian river valleys due to
strong radiative cooling under clear conditions. From 1980-1996, the clear-sky inversion
strength in the cold season decreased over the East Siberian and Chukchi Seas, and
increased o.ver the north central Russia in winter, which reflects the atmospheric structure
changes in the Arctic in winter.

There is strong coupling between changes in surface temperafure and temperature
inversion strength. Correlation coefficients between the monthly mean surface skin
temperature anomalies and monthly mean 2-channel inversion strength anomalies from
November to March over the period from 1980-1996 show negative correlation
coefficients less than -0.6 over northern Europe, north central Russia, Alaska and part of
northeastern Russia, which means the inversion strength trend over these regions is
closely related to the surface skin temperature trend. However, correlation coefficients
are near zero from the Canadian Archipelago across the central Arctic Ocean and through
the East Siberian Sea into Siberia. Correlation coefficients between anomalies in the
inversion strength and the AO index are negative over northern Eufope, north central
Rﬁssia and the East Siberian Sea, and positive over the Canadian Archipelago. Over the
East Siberian Sea, the correlation coefficients between the AO and surface temperature
are near zero or negative, but the correlation coefficients between the AO and inversion

strength are significantly negative. It is possible that in these areas the trend in inversion
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strength may be more a function of changes in heat advection into or out of the Arctic

than changes in surface temperature.

The significant changes in surface temperature, total cloud cover, inversion strength,
heat and moisture convergence, and sea ice concentration cannot be completely explained
by the changes in the large-scale atmospheric circulation, Arctic Oscillation (AO)
changes. Understanding the complicated feedback mechanisms behind thes¢ changes is
very important fdr understanding Arctic climate changes over the past few decades, and
for predicting and forecasting future climate changes.

The feedback mechanisms behind these significant changes, and the interactions
between these changes in the Arctic, are complicated. For different areas, in different
seasons in the Arctic, these feedback mechanisms and interactions are different.

Changes in cloud cover influence surface temperature changes observed from
satellites. The influence of the cloud cover changes in the total surface temperature
changes in four seasons in the Arctic is shown based on the seasonal means and trends in
‘surface ter.nperature and cloud cover. The surface temperature trend is partitioned into
two parts: the first part (trend A) is the linear combination of the surface temperaﬁre
trends under cloud-free and cloudy conditions; the second part (trend B) is caused by the
trend in cloud cover and the surface temperature difference under cloudy and clear-sky
conditions. Trend B is significant in winter and spring over the Arctic Ocean because of
the signiﬁcant cloud cover changes and cloudy/clear surface temperature differences. In
winter, more than half of the decreasing surface temperature trend is from trend B over

the central Arctic. In spring, trend A contributes more than trend B to the total trend over
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land and over the Chukchi and Beaufort Seas. In the autumn and summer, trend A

dominates, because cloud cover trends are small and/or the clear/cloudy sky temperature
difference is small. The trend caused by a bias in the satellite retrieval of surface
temperature is a part of trend B, and it accounts for 1/4, 1/4, 2/3, and 1/3 of trend B in
winter, spring, summer and autumn respectively, given a retrieval bias difference of 2 K
between cloudy and clear-sky conditions.

For different areas and seasons, the mechanisms behind the total cloud cover changés
are different. Correlation coefficients between the monthly anomalies in the APP-x cloud
cover and\ the TOVS Path-P moisture convergence are significant over region (75-90 °N,
45-90 °E), where decreasing cloud cover and moisture convergence are seen from 1982-
1998. During the same time period, weaker cyclonic activity is also possible over this
region, which would result in fewer clouds. As the most important source of cloud
formation over the Arctic Ocean in Winter, the decreasing moisture convergence might be
the result of less cloud formation due to weaker cyclone activity. Correlation coefficient
analysis also shows that cloud cover anomalies over this regibn are closely related to, and
affect, the cloud cover anomalies over other regions in the Arcti;: Ocean to the east. It is
reasonable to believe that less cloud cover over this special region leads to less cloud
cover over other regions in the Arctic Ocean in the way that less cloud is advected into
other regions. On the other hand, increasing cloud cover in spring and summer is closely
related to increasing moisture convergence due to increasing cyclonic activity; and
increasing surface evaporation due to decreasing sea ice concentration may also

contribute to the increasing cloud cover.
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6.2 Remaining Issues and Future Plans

This study shows the dramatic changes in the surface, atmosphere, and cloud cover
in the Arctic over the past two decades, and investigates their comectioné to changes in
large-scale circulation. An explanation of cloud cover changes in the Arctic in four
seasons is proposed and tested. The influence of cloud cover changes in the total surface
temperature changes is quantified. By doing s0, this study improves our understanding of
the complicated Arctic atmosphere-ocean system. |

At the same time, this study raises more questions; indicates some new research
directions and calls for more work to be done.

Different meteorological parameters vary simultaneously and interact with each
other in the complicated Arctic climate system. It is very challenging to investigate the
mechanisms behind the different changes among cloud, surface, and atmosphere. The
statistical analysis based on long-term high temporal and spatial resolution data is shown
by this study to be helpful. Another poWerful tool is tﬁe simulation using regional and
global models,' which enable us to study the effect of an individual parameter in a
complicated system, and to predict the future changes in theory. However, current
theoretical models do not perform as well as we expect in polar regions; various feedback
mechanisms in the Arctic are still not well understood in theory. More observations are

needed to explore these feedbacks in order to improve the theoretical simulations.:
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Combinations of these two tools, statistical analysis based on real data and model

simulations, will improve our understanding more in the future.

A hypothesis explaining the cloud cover changes in four seasons in the Arctic is
proposed and tested based on observations in this study. Simulations using regional and
even global climate models are needed to further test this hypothesis. More sophisticated
statistical tools, and longer high quality observational data are also needed. |

Changes in moisture convergence and surface evaporétion might compete to affect
cloud formation. Less sea ice concentration and less sea ice cover will lead to more open
water, which leads to stronger surface evaporation. Does the stronger sqrface evaporation
affect moisture converge;nce locally? If so, how? This issue requires further investigation.

Understanding the surface temperature trends in four seasons in the Arctic is
extremely important for understanding the Arctic climate system, since surface
temperature integrates changes in the surface energy budget and atmospheric circulation.
The ability to predict and forecast the future changes in the surface temperature is critical
to the future of humanity. In this work, though the influence of cloud cover on surface
temperature changes is investigated, we are far from éompletely understanding the
mechanisms behind the surface temperature trend under clear and cloudy conditions,
which requires knowledge of the surface and atmospheric energy budgets. In the APP-x
dataset, downward longwave and short-wave radiation at surface are available, while
other parameters including latent heat flux, sensible heat flux, and parameters related to
oceanic process are available from reanalysis datasets. These provide the opportunity to

study the mechanisms of surface temperature changes.
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