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Abstract

Most studies of severe weather environments have focused only on synoptic time rawinsonde observations, thus preventing analysis of short-term stability trends. In this study, the enhanced temporal resolution of the combined Atmospheric Emitted Radiance Interferometer (AERI) and National Oceanic and Atmospheric Administration (NOAA) 404 MHz wind profiler observations allow for a unique analysis of stability changes near tornadic storms. From 1999 through 2003, AERI systems were collocated with NOAA wind profilers at five sites in the southern Great Plains of the United States, creating a large dataset of atmospheric soundings in both the pre-storm and post-storm environments. The radiance observations from AERI, a passive ground-based infrared radiometer with a resolution of better than 10 minutes, can be used to obtain temperature and moisture profiles through a physical retrieval process. NOAA wind profilers return actively-sensed wind profiles every six minutes.

Median values for eight standard severe weather indices were calculated for tornadic storms and non-tornadic supercells. Generally, instability increases throughout the day reaching a peak roughly an hour before a tornado forms or the non-tornadic supercell drops large hail. Wind shear, on the other hand, remains relatively constant throughout the pre-storm time.

In addition to climatologies of standard severe weather indices, case studies of tornadic events are presented to show how these observations can be applied to nowcasting.
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I. Introduction

Severe weather has an undeniable societal impact. In an average year, severe thunderstorms, tornadoes, hail, and wind events combine for over 2.5 billion dollars in damages (Changnon and Hewings 2001). More important than financial loss is the toll on human lives. Because of these drastic effects on society, accurate and timely forecasting of severe weather events is imperative. While accurate forecasts are usually unable to prevent property damage by severe weather, these forecasts are literally lifesavers for those who find themselves in the path of severe weather. The earlier forecasts can be made and distributed to the general public, the earlier those affected by the severe weather can take appropriate action.

Tornadoes are a particularly significant threat in the United States. With winds often faster than 100 m s\(^{-1}\), tornadoes are destructive and deadly. Since the year 2000, tornadoes have killed over 270 people in the United States (Storm Prediction Center 2005). Tornado development, climatology, and the discernment between tornadic and non-tornadic storms all remain active areas of research as new insights in these areas can help increase warning lead times and decrease false alarm rates.

A key part of severe weather forecasting is nowcasting, the process of forecasting for short time periods and specific locations. This includes predicting the movement and continuing development of existing storms as well as the immediate initiation of new ones. It is through nowcasting that the county-specific severe weather and tornado warnings are issued, which are extremely important to the general public as well as weather-dependent
industry like transportation and utilities (Wilson et al. 1998). The local forecast offices of the National Oceanic and Atmospheric Administration (NOAA) National Weather Service (NWS) are primarily responsible for nowcasting severe weather activity in the United States.

Short-term forecasting and nowcasting have been revolutionized by technological development. Innovations such as weather radar, satellite imagery, lightning detectors, and rapid-update forecast models have contributed to an ever-increasing trend of accuracy and lead-time in these predictions. Emergency management personnel and the general public have found value in these better forecasts. In the last century, the tornado fatality rate has dropped significantly, from 1.8 deaths per million people per year in 1925 to 0.12 deaths per million people per year in 2000 (Brooks and Doswell 2002). Since 1950, there is a decreasing trend in population-normalized tornado fatalities (Figure 1.1). A striking feature of this figure is that in recent years there are no major spikes and few minor ones in the fatality rate; most recent values are roughly the same magnitude as minima seen in earlier years. While the decrease in the tornado fatality rate cannot be entirely attributed to technological advances (as media proliferation and construction techniques are among the other factors responsible), the impact that these instruments have made on the forecasting process cannot be denied.

The role of technological advances

Advances in meteorology are often fueled by improvements in the technology. More advanced instrumentation and measurement techniques can provide a forecaster with previously unavailable observations, further improving the accuracy and lead time of forecasts. Innovations can also advance the scientific investigation of severe weather, allowing for a greater understanding of the life cycle of severe convective storms and thereby fueling the development of next-generation models and instruments.

Upper-air observations are needed to accurately forecast many different types of
storms, but the spatial and temporal resolution of in situ upper-air observations is extremely coarse. These observations currently come primarily from radiosondes attached to lighter-than-air balloons. In the continental United States, radiosondes are launched from 90 locations at the synoptic hours of 0000 and 1200 UTC. The sparse distribution of launching sites and long gap between launches is a function of the expense associated with radiosondes: the instrument package is rarely reused and the launching process is mostly not automated. Since these instruments measure the entire depth of the troposphere, they are extremely important for assessing the stability of the atmosphere and its ability to support deep convection. The paucity of upper air observations means, as Moller (2001) writes, "accurately deducing the stability structure between sounding times is a formidable task."

Part of the gap in upper-air observations is being filled by the in situ observations from external aircraft sensors and transmitted to the surface via the Aircraft Communications Addressing and Reporting System (ACARS, Benjamin et al. 1991). However, few aircraft measure moisture and the diurnal cycle of air transportation means few observations are taken overnight. Satellites can also retrieve profiles of temperature and moisture. However, the large field of view of satellite sounders results in soundings measured over broad layers that are not necessarily representative of a single point (Menzel et. al 1998).

Since in situ observations of the upper atmosphere are expensive and rare, remote sensing becomes an attractive means by which quantitative data can be measured. Of particular interest are ground-based remote sensing instruments, which are ideally situated to capture variability near the surface, where it has the most impact on severe weather. The Atmospheric Emitted Radiance Interferometer (AERI), an instrument that can retrieve
temperature and moisture profiles of the lower atmosphere at less than ten-minute temporal resolution, shows promise as a useful nowcasting tool (Feltz et al. 2003, Feltz and Mecikalski 2002). The National Oceanic and Atmospheric Administration (NOAA) Profiling Network (NPN, Chadwick and Hassel 1987), measures wind profiles at six minute resolution. Together, these two instrument networks can measure the same observations as radiosondes, but with a temporal resolution that is measured in minutes, not hours.

**Uniqueness of this study**

Occasionally a study has investigated stability indices generated from observations occurring more regularly than the standard synoptic times. For example, Davies (1993b) blended model forecast soundings with hourly surface observations to create more frequent observations of EHI. However, most climatologies of observed convective indices use a single observation per storm. The climatologies and benchmarks are created from these individual observations based on how far away and how recent the radiosonde was launched.

What separates this current study from these previous ones is the unique dataset that provides a high-temporal look at convective indices. By combining Atmospheric Emitted Radiance Interferometer (AERI) retrieved thermodynamic properties with wind profiler kinematic properties, many observations per storm can be identified. With all of these observations, stability trends and changes can be examined in detail.
II. Instability and its measures

A. Convection and indices

Many dangerous weather conditions are the result of the release of energy associated with the condensation of water vapor as moist parcels rise through the atmosphere (Doswell 2001). Parcels may initially be displaced upward through one of two processes: either the parcel is positively buoyant, or the parcel was lifted by an outside force as part of a large-scale ascent, like a cold front or flow over a mountain range. As air rises adiabatically and its pressure decreases, it cools. If the upward vertical displacement is sufficient, the parcels will cool to the point of condensation. From this level, ascending parcels will cool less slowly with altitude as the released latent heat from the condensation process will warm the parcel. The adiabatic lapse rate for parcels with uncondensed vapor is 9.8 K km\(^{-1}\). For parcels in which condensation has occurred, the lapse rate depends on the moisture content of the parcel, and is about 6 K km\(^{-1}\) in the mid-troposphere.

The ability of the atmosphere to support parcel convection is known as instability. If the atmosphere cools at a faster rate with height than an ascending parcel, then once displaced parcels reach a level at which they are warmer than the environment, the parcels will continue to ascend without further forcing. Eventually, most parcels will stop rising once they rise to the altitude of the stratospheric inversion where stability is extremely strong. (A small percentage of parcels in large storms have enough vertical momentum to penetrate a short distance into the stratospheric inversion, creating the "overshooting top" characteristic of large cumulonimbus clouds.)
Convective indices are used as tools to help a forecaster ascertain the instability of the atmosphere. While older indices focused solely on finding a way to quickly quantify atmospheric instability, more recent indices have focused on other issues, such as discriminating between supercellular and non-supercellular storms. These indices are not intended to be stand-alone products nor are they expected to create perfect forecasts without human interpretation (Doswell 1996). However, they are capable of providing a snapshot of the basic atmospheric state at a geographic point, information that a forecaster can use in the process of predicting the type and severity of convection that will develop. An unusually large magnitude value of a particular index will serve notice to a forecaster to further investigate the situation and concentrate on a particular geographic area (Doswell 1994).

Indices can also be used to compare the atmospheric environment on a given day to storm activity on previous days, so that a forecaster can judge the relative intensity and storm type of a prior event to current and future conditions.

The temperature, moisture, and wind profiles obtained from atmospheric profiles serve as the inputs for these indices. Initially, these data were obtained from rawinsonde launches. While these remain the standard source of convective index information, indices are frequently calculated from aircraft ascent and descent observations, numerical model output, and remotely-sensed data from satellites or ground-based instruments.

The first indices were created in the middle 20th century and were borne out of a desire to quickly assess atmospheric stability without resorting to the time-consuming process of plotting a sounding. During this early era, radiosonde observations were transmitted in numerical form via teletape instead of today's high-speed transmission
networks, and the mandatory pressure level data was broadcast well before the rest of the sounding. By reducing the sounding to a simple number plotted from the mandatory pressure level data, forecasters could quickly determine the instability present in the environment with a simple calculation or consultation of a chart instead of the laborious process of plotting the sounding on a pseudoadiabatic chart by hand.

The Showalter Index (Showalter 1953) was the first convective index in operational use. The Showalter Index (SI) is determined by first calculating the temperature of a parcel originating at 850 hPa that was lifted dry adiabatically to saturation and from there pseudoadiabatically to 500 hPa. This temperature is then subtracted from the 500 hPa temperature to obtain the SI. If the resulting SI is negative, the index implies an unstable environment in which displaced parcels are warmer than their surroundings and therefore continue to rise. The more negative the number is, the more unstable the environment and the more likely that deep moist convection will develop.

Since the appearance of the SI, many subsequent indices have been developed as an aid to forecasting deep convection. One of the first to appear was the lifted index (Galway 1956), an index still in widespread use today. The lifted index (LI) is identical to the SI except for the definition of the displaced parcel, in which the condensation level is defined with respect to the mean mixing ratio of the lowest 900 m and the saturated adiabat of the theoretical maximum surface temperature. If the maximum has already been reached, then the mean potential temperature for the lowest 900 m is used. This parcel definition has two major advantages over the SI definition: the parcel is more representative of the lower troposphere than a parcel from an arbitrary height, and the parcel never originates below
ground as can happen with an 850 hPa parcel at higher altitude locations. The LI is far more prevalent than the SI in modern operational use, however both of these indices have a major limitation in that they are primarily calculated using surface characteristics and do not take into account the fine-scale vertical structure of the atmosphere.

Not all convective indices are purely empirical. Some of them are comprised of physical parameters that directly measure atmospheric characteristics. One of the most commonly used indices is the Convective Available Potential Energy (CAPE, Moncrieff and Green 1972). This is a measurement of the maximum buoyant energy per unit mass available to do work on a convective parcel by lifting it to higher elevations, and is defined by the following equation:

$$\text{CAPE} = \int_{p_{\text{lf}}}^{p_{\text{el}}} \frac{R}{p} (T_{\text{parcel}} - T_{\text{env}}) dp$$

where $T_{\text{parcel}}$ is the temperature of the lifted parcel, $T_{\text{env}}$ is the environment temperature, $R$ is the universal gas constant, $p_{\text{lf}}$ is the pressure of the level of free convection, and $p_{\text{el}}$ is the pressure of the equilibrium level. Graphically, CAPE can be represented on a skew T/log P diagram as the area on a between the lifted parcel temperature and the environmental temperature bounded by the level of free convection and the equilibrium level. The larger the CAPE, the more unstable the air mass. As CAPE is a measure of buoyant energy, it has physically meaningful units of J kg$^{-1}$.

The previously mentioned indices are well-suited to the problem of forecasting the intensity and severity of ordinary air-mass thunderstorms which grow and die in
environments without wind shear. However, they do little to provide insight into storms that typically form tornadoes since they do not reflect the state of the wind field.

In the absence of vertical wind shear (the measure of the change of the wind vector with height) thunderstorms are short-lived. Once precipitation begins, it falls into the updraft. The updraft is neutralized by the downdraft associated with the precipitation and evaporatively cooled air. Once the storm loses its energy supply, it quickly dissipates.

With vertical wind shear present, storms can become more long-lived. A change in wind speed with height will cause a storm to vertically tilt, thereby allowing the precipitation and downdraft to remain separate of the updraft. Wind shear is also responsible for the origin of rotation in supercell thunderstorms, from which the majority of the tornadoes in the southern Great Plains are formed (Trapp et al. 2004). Vertical speed shear is associated with horizontal vorticity. The horizontal vorticity may be tilted upwards by the updraft (Klemp and Rotunno 1983). This vorticity can be amplified by many factors, including vertical directional shear, baroclinic vorticity generation as a result of cooler temperatures in the downdraft, and by stretching (Davies Jones et al. 2001). This intense vertical vorticity serves as the rotating core of the supercell; however, with too much shear the storm will not stay together as a cohesive system. The magnitude of shear required for persistent storms is to a degree dependent on the amount of thermodynamic instability.

Some indices have been developed that attempt to parameterize the necessary balance between instability and shear required to maintain persistent storms. The earliest such index is the Bulk Richardson Number (Weisman and Klemp 1982) or BRN, which is a ratio of CAPE to a wind shear parameter:
\[ BRN = \frac{CAPE}{(\bar{u}_{6000} - \bar{u}_{500})^2} \]

where \( \bar{u}_{6000} \) is the weighted mean wind speed in the lowest 6000 m of the atmosphere and \( \bar{u}_{500} \) is the mean wind speed in the lowest 500 m of the atmosphere. The BRN is a dimensionless number because the units of CAPE (J kg\(^{-1}\)) and velocity squared (m\(^2\) s\(^2\)) are equivalent. Observations have typically associated supercell storms with having a BRN value between 10 and 45. If the BRN is smaller than that range, the storms tend to be "ripped apart" from the strong shear before rotation can develop; if the BRN is larger, the storms tend to pop up and rain into their own updrafts since there is little shear to support separate updrafts and downdrafts.

The Energy Helicity Index (EHI, Hart and Korotky 1991) has become an index frequently referred to by forecasters. Like the BRN, the EHI is a hybrid index that combines thermodynamics with a wind shear parameter. The index is defined as

\[ EHI = \frac{CAPE \cdot SRH}{1.6 \cdot 10^5} \]

where SRH is the storm-relative helicity (Davies-Jones et al. 1990), a measure of wind shear and a commonly used index on its own:

\[ SRH = \int_0^h \left[ k \cdot |V - C| \times \frac{\partial V}{\partial z} \right] dz \]

where \( V \) is the horizontal wind vector, \( C \) is the mean storm motion vector, and \( h \) is the integration depth. Typically, helicity is computed for a 3 km depth, but sometimes for low-level applications, a 1 km depth is used instead. The EHI has been shown to have skill at
discriminating between tornadic and non-tornadic supercells (Rasmussen and Blanchard 1998).

B. Past studies of indices

Many studies have looked to create climatologies of tornadoes and other severe convective weather based on convective indices. There are two major sources of data for these studies: radiosonde observations and mesoscale numerical model output. Presented in this section is a brief discussion of several studies that have generated climatologies of convective indices. Quantitative values associated with these studies are tabulated in Table 5.1 on page 34 to facilitate comparison with the results of this study.

One of the first studies to compare multiple severe convective indices as a predictor of severe convective activity was done by David and Smith (1971). Of the few indices that had been developed by this time, net potential energy was considered to be the best predictor of convection. While similar to CAPE, this parameter is calculated from the surface to 100 hPa. However, the SI was considered to be the most useful for operational forecasting purposes since in this era the mandatory pressure level data was broadcast hours before the entire radiosonde observation. The SWEAT index (Miller 1972, a combined thermodynamic and kinematic index not considered here) was considered to be the best predictor of tornadoes, which is not surprising in that it was the only index of the study to include wind shear information. Schultz (1989) calculated indices from NWS radiosondes launched from Denver, Colorado, to come up with benchmark values of convective indices for significant
and severe weather within a radius of 150 km. Like David and Smith (1971), a buoyant potential energy parameter was considered to be the best predictor of significant weather (defined as 0.6 cm hail, 18 m s$^{-1}$ winds, or 15 lightning strokes per 2000 km$^2$ in a 5-minute period), while SWEAT was the best predictor of severe weather (defined using the the National Weather Service criteria of 2 cm hail, 26 m s$^{-1}$ winds, or a tornado).

Davies and Johns (1993) and Johns et al. (1993) shared a dataset to investigate thermodynamic and kinematic parameters associated with strong and violent tornadoes. For these studies, all tornado outbreaks between 1980 and 1990 with at least two tornadoes rated F2 or greater and 60 km apart were investigated. Also, all tornadoes rated F3 or greater were included in the dataset. To determine the values of the various indices, the radiosonde profiles were interpolated to the tornado position.

Davies (1993a) investigated indices in the Southern High Plains of the United States. This region is just to the west of the region investigated in the present study. The climate of this area, including the Texas panhandle and eastern New Mexico, is at a higher elevation than the Southern Great Plains and is typically warmer and drier than that area. Profiles were obtained from a blend of surface data and model data, as well as radiosonde launches. The study found that tornadic supercell days were typically found to have strong instability and moderate helicity. Non-tornadic supercell days had strong instability but weak helicity. Non-tornadic days with severe weather had weak helicity and only moderate instability.

Brooks et al. (1994) calculated CAPE and helicity for the National Weather Service radiosondes launched from Oklahoma City in order to investigate the differences between the
environments of all tornadic and nontornadic mesocyclones within 160 km of the launch point.

Rasmussen and Blanchard (1998) analyzed every 0000 UTC sounding with positive CAPE from the year 1992 in order to quantify benchmark values for various severe weather types. Those profiles that had a meteorological event within 400 km and ± 75° of the boundary layer mean wind vector were assumed to be representative of the inflow of those events and were subsequently classified into one of three categories: tornadic, non-tornadic supercell, and ordinary thunderstorm. Only soundings launched between six hours before and three hours after the event were used.

Davies (2004) used RUC model profiles with positive CAPE associated with tornado-warned supercells to investigate the CIN and the pressure of significant profile levels (the level of free convection and the lifting condensation level) as tornado predictors.

C. Unique attributes of this study

Occasionally a study has investigated stability indices generated from observations occurring more regularly than the standard synoptic times. Davies (1993b) blended model forecast soundings with hourly surface observations to create more frequent observations of EHI. However, most climatologies of observed convective indices use a single observation per storm. The climatologies and benchmarks are created from these individual observations based on how far away and how recent the radiosonde was launched.
What separates this current study from these previous ones is the unique dataset that provides a high-temporal look at convective indices. By combining Atmospheric Emitted Radiance Interferometer (AERI) retrieved thermodynamic properties with wind profiler kinematic properties, many observations per storm can be identified. With all of these observations, stability trends and changes can be examined in detail.
III. Instrument background

A unique component of this study is the instrumentation used to obtain thermodynamic and kinematic soundings. AERI and wind profilers are separate instruments with unique approaches to measuring specific characteristics of the atmosphere.

A. The Atmospheric Emitted Radiance Interferometer

The Atmospheric Emitted Radiance Interferometer (AERI) is a passive ground-based infrared interferometer (Knuteson et al. 2004a, 2004b). AERI measures downwelling radiance from 3.3 to 18.2 µm with spectral resolution of better than 1 cm\(^{-1}\) and a temporal resolution of better than 10 minutes. It was created as part of the Department of Energy (DOE) Atmospheric Radiation Measurement (ARM) program (Stokes and Schwartz 1994). AERI is absolutely calibrated to an accuracy of better than 1% of ambient radiance using a calibration that is traceable to the National Institute of Standards and Technology.

The AERI optics design features a movable scan mirror that transitions between three viewing states in each observation cycle: upward sky view, an ambient temperature blackbody, and a hot blackbody set at a constant temperature of 333 K. The atmospheric observation is for three minutes per cycle, while each of the blackbody observations is for two minutes. The interferometer uses a sandwiched HdCdTe/InSb detector to measure radiance by splitting the incoming radiation beam onto separate moving mirrors, then recombining the reflected beams to read the interference pattern. The adjustment in the path length caused by the moving mirrors can create constructive or destructive interference once
recombined; the resulting interferogram is a combination of all the interference patterns at all wavelengths in the AERI-observed spectrum. By using a Fast Fourier Transform (FFT) on the interferogram, the spectrum can thus be measured. An example of an AERI-measured spectrum is shown in Figure 3.1.

![AERI measured radiance](image)

**Figure 3.1:** An example of an AERI measured infrared spectrum. Note the spectral resolution of 1 cm⁻¹. Because AERI is an upward-looking ground-based instrument, window channels have observations near zero and absorption lines point upwards for typical atmospheric conditions.

AERI measures a spectrum every two seconds in normal mode. By continually observing one of the three viewing states (hot blackbody, ambient blackbody, sky) for at least two minutes, many observations can be averaged together to reduce instrument noise. The
hot/ambient approach to instrument calibration assures high accuracy of the near-surface radiation as the detector is calibrated about the environmental temperature. If the ambient temperature is in excess of 313 K, the difference between the hot and ambient blackbodies is considered small and the observed radiances are flagged in the output file. AERI is also capable of a rapid-scan mode in which the transition between the three viewing states happens much more rapidly; downwelling radiance observations are taken at better than one-minute temporal resolution. This requires greater noise-reduction techniques, and none of these observations were used in this study.

AERI-observed radiances are converted into profiles of temperature and moisture in the lowest 3 km of the atmosphere through an iterative physical retrieval process (Smith et al. 1999, Feltz et al. 2005). This retrieval process is described in further detail in the following chapter.

AERI is automated and field-hardened and thus operates in a variety of conditions with minimal human interaction at the deployment site. Various incarnations of AERI have been deployed in environments as diverse as the stations in the arctic and ships in the tropics. Diagnostic conditions are monitored remotely, allowing real-time monitoring of not only the radiance observations but also the electrical, mechanical, and thermal conditions of all AERI instruments simultaneously.

To protect the AERI optics from precipitation, an automated hatch covers the viewing port whenever such conditions occur. While this prevents any radiance observations from being collected while precipitation is present, these observations are of little use in the thermodynamic retrievals.
B. Wind Profilers

Doppler radar can determine the motion of air currents by detecting the phase shift in the reflected electromagnetic pulse received by the radar antenna. Clear air Doppler radar does not require the presence of hydrometeors to obtain echoes, but instead receives reflected pulses from the gradients of turbulence. The ability of clear air Doppler to obtain quantitative observations of the wind field was first noted by Ecklund et al. (1979). A prototype network of automated radars dedicated solely to wind observation was installed in 1984 in eastern Colorado (Strauch et al. 1984), which served as a predecessor to the NOAA Profiler Network currently in use.

The NPN radars (Chadwick and Hassel 1987) operate at a frequency of 404.37 MHz, using a fixed phased-array coaxial-colinear grid antenna. Each radar generates three beams: one pointing vertically and beams pointing north and east at an elevation angle of 73.7°. Both the frequency and the elevation angle are a compromise between competing benefits (Doviak and Zrnic 1993, Strauch et al. 1984). The maximum altitude of a wind profiler observation is inversely proportional to its frequency so lower frequencies sense to higher altitudes. However, lower frequency radars require larger antennae, thereby increasing the expense. Lower frequencies also have longer receiver recovery times and larger pulse widths, which limit the minimum range of observation. High elevation angles insure that the three beams are looking at a small uniform volume, but low elevation angles result in more accurate horizontal wind components.
The radar profiler samples in two modes: low altitude and high altitude mode (van de Kamp 1988). The difference between the two modes is the length of the radar pulse; longer pulse lengths are used for higher altitude observations. This longer pulse length results in more power for higher altitudes observations at the expense of vertical resolution. The boundary between low and high mode is at 7.5 km above ground level. The vertical resolution for low-mode observations is 250 m. Since no observations above 6 km were required for this study, all observations used herein were from the low mode.

Figure 3.2: Returned signal power for one of the three beams of a NPN radar wind profiler for 24 hours of observations. The discontinuity in the returned signal at 7.5 km above the surface denotes the boundary between low-altitude mode and high-altitude mode.
NPN observations are taken every six minutes. As with AERI dwell time, this allows for frequent observations while allowing enough time at each observation for averaging to reduce noise. Rawinsonde observations show good agreement with collocated rawinsonde observations (Bedka et al. 2006). Data from the NPN is distributed in near real-time to forecasting agencies. Recent work has shown that the assimilation of NPN data leads to greater skill in short-term numerical weather prediction models (Benjamin et al. 2004).
IV. Thermodynamic Retrievals

In a hyperspectral observation of certain absorption bands in the atmosphere, enough information is contained in the measured spectrum to retrieve profiles of temperature and moisture. This inverse problem, however, is difficult as many temperature and moisture profiles can simultaneously satisfy a radiance measurement within a specified degree of tolerance. Sophisticated techniques must be used to retrieve this thermodynamic information in an accurate manner. In this section, an overview of the science of inverse retrieval is presented followed by a discussion of specific attributes of the AERIPROF algorithm used to retrieve profiles from AERI observations.

A. An ill-posed problem

All matter emits electromagnetic radiation as a function of its temperature. The total amount of emitted radiation and the wavelength of maximum emission are both temperature dependent: hotter substances emit more radiation and peak in shorter wavelengths. The maximum possible radianec at a given wavelength emitted from a substance with a given temperature is described by the Planck function:

\[ B_\lambda(T) = \frac{2hc^2}{\lambda^5(e^{hc/\lambda k_B T} - 1)} \]

where \( T \) is the temperature of the substance, \( \lambda \) is the wavelength of interest, \( c \approx 2.998 \times 10^8 \) m s\(^{-1}\) is the speed of light, \( h \approx 6.626 \times 10^{-34} \) J s is the Planck constant, and \( k_B = 1.381 \) J K\(^{-1}\) is the Boltzmann constant.
When looking through the atmosphere, the Planck function is not sufficient to describe the incident radiation on an instrument, as the atmosphere emits and absorbs radiation. The optical depth, $\tau$, of a layer is a representation of the attenuation in that layer such that:

$$I_2 = I_1 e^{-\tau}$$

where $I_1$ is the radiance entering the layer and $I_2$ is the radiance leaving the layer, neglecting emission of the layer itself. For a real $\tau$, the value of $e^{-\tau}$ will be between zero and one. This fraction of radiance transmitted, or transmittance, depends on the wavelength of interest and the gases present in the layer. Certain wavelengths can pass through the atmosphere relatively unimpeded. For example, the visible portion of the spectrum is little affected by clear air. Other wavelengths, like the 9.6 $\mu$m ozone absorption band, are completely blocked by the constituent gases of the atmosphere. The change in transmittance with respect to height is known as the weighting function, $W$.

The total amount of radiation measured at the surface by an upward-looking instrument is equal to the background radiation attenuated over the total depth of the atmosphere plus the emission and absorption of each atmospheric layer summed over the total atmospheric depth. These relations form the downwelling radiative transfer equation:

$$I_\lambda(0) = I_\lambda(\infty) e^{-\tau} + \int_0^\infty B[T(z)] W(z) dz$$

where $I_\lambda(0)$ is the radiation observed at the surface, $I_\lambda(\infty)$ is the cosmic background radiation (which is negligible for infrared wavelengths), and $z$ is the altitude of a layer. The process of physical temperature profile retrieval consists of inverting the above equation so that the
temperature profile $T(z)$ satisfies the observed $I_\lambda(0)$ for all wavelengths. Moisture retrieval finds the proper distribution of moisture by retrieving the vertical profile of absorption in parts of the spectrum where water vapor is highly absorbing.

Carbon dioxide, CO$_2$, is commonly used as a sounding gas for temperature because it exists at a constant mixing ratio at all altitudes. When measuring at a wavelength close to the center of a CO$_2$ absorbing channel, the radiance measured will have originated from very near the sensor because the atmosphere is opaque to such a wavelength. An upward-looking surface-based sensor will measure a high the radiance and retrieved temperature for such a case. As the sensor looks at nearby wavelengths, the reduced opacity means that the measured radiance includes contributions from higher in the atmosphere. If the measurement is taken at one of the so-called window channels where atmospheric opacity is very low, the sensor will register very low radiances because it is sensing to the very highest reaches of the atmosphere and outer space.

Alas, weighting functions are broad, overlapping curves and so a single radiance observation will contain information from many different levels of the atmosphere. This leads to many possible thermal profile solutions for a spectrum. Even though a retrieved profile may properly satisfy the measured radiances, this profile could be an entirely incorrect representation of the true atmospheric state (Rodgers 2000). Because of this, techniques have been developed to better pinpoint the distribution of temperature and moisture that would generate a given observed spectrum. Statistical retrieval and physical retrieval are techniques that are both important to AERI thermodynamic retrieval, and they are described below.
B. Retrieval techniques

One method of retrieving thermodynamic profiles from observed radiance spectra is through a statistical retrieval (Feltz et al. 1998). Instead of inverting the radiative transfer equation to solve for a profile satisfying the observed radiances, the statistical retrieval compares observed radiances with known radiances calculated from previous profiles.

Forward radiative transfer models are computer models that take input profiles of temperature and gas mixing ratios and calculate what the observed radiance would be in such an environment. If many radiosondes representing a variety of meteorological conditions are launched and the resulting profiles are processed through a forward model, than a large database of radiance spectra associated with known atmospheric profiles is created. When an instrument observes a radiance spectrum, regression techniques can use the observed radiances to obtain a likely profile (Smith et al. 1999, Feltz et al. 1998).

While the statistical technique is simple, it is not robust. If the environmental profile is sufficiently different from previous radiosonde observations, the solution will not be accurate. Should an instrument be deployed in a data-sparse environment, a purely statistical retrieval will not work as no profiles exist to which observed spectra can be compared.

Physical retrieval addresses these concerns by inverting the radiative transfer equation to find a profile that optimally matches the observed radiances. A first-guess profile is run through a forward radiative transfer model to calculate radiances. The calculated values are compared with the observed values, and then the first-guess is adjusted, starting from the surface and working to the top of the atmosphere. The resulting profile is processed back
through the forward model. This process is continued iteratively until the calculated and observed radiances are within a specified tolerance of each other. Smith (1970) was the first to propose an iterative technique that did not assume a set number of layers, meaning that a physical retrieval could more accurately capture the vertical variability inherent in the near-surface levels of the atmosphere.

The first guess is necessary in that it constrains the final solution to a likely answer. Since temperature retrieval requires an absorbing gas profile (including water vapor) and moisture retrieval requires a temperature profile, these assumed profiles are important starting points. In the upper levels of the atmosphere, where there is little information about the profile contained in the observed radiances, the first-guess profile insures that the retrieved result resembles the environmental state.

C. The AERIPROF algorithm

The AERIPROF algorithm (Feltz et al. 2005) is a UNIX-based series of FORTRAN routines that uses a physical retrieval to obtain the thermodynamic profiles from AERI observed radiances. It was developed at the Space Science and Engineering Center (SSEC) with preliminary work starting as far back as 1989.

As previously stated, a valid first guess is an important part of any physical retrieval. Prior incarnations of the AERI retrieval algorithm obtained first guess profiles of temperature and moisture from either purely statistical sounding regressions or from GOES sounder retrievals blended with those regressions (Feltz et al. 2003). The current algorithm uses a
blend of the Rapid Update Cycle 2 (RUC-2) numerical weather prediction model (Benjamin et al, 1998) and statical regressions (Feltz et al. 2003). RUC-2 assimilates observations from surface stations, aircraft, wind profilers, satellites, rawinsondes, and other sources to create its analysis and forecasts every hour. The RUC-2 analysis was chosen over GOES retrievals because these retrievals are only possible in clear-sky conditions. The RUC-2 four-dimensional gridded data is interpolated in time and space to create a rough profile of the atmosphere over the AERI instrument location at the observation time, and it is blended with the statistical regression in the lower atmosphere where the coarser vertical resolution of the RUC-2 is unable to properly capture phenomena like inversions.

This first guess is then processed through a forward radiative transfer model along with in situ surface measurements to convert the temperature and moisture profiles into appropriate spectra, which are then compared to the AERI observation (Feltz et al. 2003). The temperature retrieval uses measurements found between 610 to 720 cm\(^{-1}\) (13.9 to 16.4 \(\mu m\)) and 2223 to 2260 cm\(^{-1}\) (4.4 to 4.5 \(\mu m\)), where CO\(_2\) strongly absorbs. The water vapor retrieval uses the observations from the 538-588 and 1250-1350 cm\(^{-1}\) (17.0-18.6 and 7.4-8.0 \(\mu m\)) spectral regions. From these measurements, the temperature and moisture profiles are adjusted iteratively to minimize the difference between the modeled and observed radiance until the resulting profiles have radiance measurements within a specified tolerance of the AERI observation. To verify that the sky is cloud free, observations from a collocated laser ceilometer are also ingested into the algorithm. AERI retrieved profiles have been shown to
have good agreement with rawinsonde thermodynamic profile and stability observations (Feltz et al. 2003, Feltz and Mecikalski 2002, Turner et al. 2000).

The weighting functions peak near the surface where density of the atmosphere is the greatest (Figure 6.1). Because of this, AERI profiles have the best vertical resolution at low altitudes. While this means that the best vertical resolution is where the greatest variability instability occurs, the downside is that there is little information in the AERI-measured radiance above 3 km. The output retrievals above 3 km in altitude consist almost entirely of the first-guess RUC-2 data.

Figure 4.1: Selected weighting functions for AERI. The spectral region of each weighting function is shown in the upper-right corner of each panel. The top two panels show weighting functions in spectral regions used for vapor retrieval; the bottom two panels show weighting functions in temperature retrieval regions. From Feltz et al. (2005).
For this study, all five years of ARM-SGP AERI retrievals were reprocessed from the original constituent data. While the AERI system executes retrievals in real-time, this does not include independent quality control checks on the AERI observations or any of the other data required for retrieval. Therefore, it was decided to reprocess all retrievals using the quality-controlled data available from ARM. This dataset covering all five SGP facilities from 1999-2003 is now available for use in other studies.
V. Climatologies

The value of AERI and NPN observations is evident when used to determine characteristics of the atmosphere as severe weather events develop. As part of this, climatologies of convective indices were generated utilizing the high-temporal resolution observations of these ground-based profilers. The methodology and results are described in this section.

A. Methodology

From 1999 through the end of 2003, AERIs were located at five sites in Oklahoma and Kansas. Four of these sites are also home to NPN radar wind profilers. The fifth AERI site, Morris, Oklahoma, was located twenty kilometers from a NPN profiler in Haskell, Oklahoma. These two instruments were considered to be in the same location for the purposes of this study. A map of the AERI domain is seen in Figure 5.1. Throughout this time, these instruments were taking near-continuous observations of thermodynamic and wind profiles of the atmosphere through a variety of weather conditions.

To determine the time and location of severe weather events, the SeverePlot database (Hart 1993) was used. NOAA's Storm Prediction Center (SPC) produced and maintains this database of tornadoes, severe wind, and severe hail, accessible through a graphical interface. SeverePlot includes time, date, latitude, longitude, and magnitude of these severe weather events.

The experiment domain consists of all space within 100 km radius of at least one AERI site. This distance was chosen as it covered most gaps between AERI locations.
without large overlaps. The SeverePlot database was then used to find all tornadoes that initially touched down within the experiment domain. Tornadoes forming within six hours of another tornado in the domain were deleted to remove the influence of repeat signals; if treated separately, two tornadoes occurring in range of the same observation site within a short time span would return almost identical observations and improperly affect statistics.

Stability indices were calculated for the remaining tornadic events. Since the time between AERI observations varies through the duration of the experiment, it was necessary to interpolate the values of the indices to a common time grid. Indices calculated from wind observations were also interpolated to that same grid so that ratios between thermodynamic and kinematic observations could be easily calculated. All indices for a particular tornadic event were calculated from the closest observation site to a storm's initial position.

This study also investigates AERI observations of non-tornadic supercells. Since the SeverePlot database does not contain a list of these storms, such a dataset had to be created from other observations. Rasmussen and Blanchard (1998) assumed that hail of two inches (5 cm) in diameter or larger served as a proxy for supercells since the buoyant force required to support hailstones of that size would likely come from the rotating updrafts characteristic of supercells. This definition was modified to include a temporal component separating non-tornadic storms from tornadic ones. For this study, a non-tornadic supercell was considered to be a storm that produced hail of two inches or larger and was separated from a tornado by more than 6 hours. The same criteria for deleting multiple tornadoes was used for supercells, and thenceforth the same procedures for index calculation and interpolation were used.
These procedures resulted in 53 tornadic events and 21 non-tornadic events used as the basis for this study. The locations of these storms relative to the observation sites is shown in Figure 5.1.

\[\text{Figure 5.1: Map of locations of tornadoes (red triangles) and non-tornadic storms (blue circles) used in this study, as well as the locations of the AERI observation sites (black stars).}\]

As previously noted, these observations are not always continuous. The AERIPROF algorithm will reject observations when low clouds are present and AERI automatically closes its hatch when precipitation is present. AERIPROF can output the RUC-2 profile interpolated to standard AERI observation levels when a direct retrieval is not possible. These data values were not used in this study.
Since supercells form discretely and individually rather than as part of a larger cloud mass, the inability of AERI to observe during low clouds and precipitation is not a significant liability. The majority of tornadoes in the southern Great Plains form from individual cells, as less than 25% of tornado days in Oklahoma and Kansas are due to quasi-linear convective systems (Trapp et al. 2005).

B. Tornado results

To view the pre-storm and post-storm environment, all indices are plotted from eight hours before to three hours after the tornado time as recorded in the SeverePlot database. The three quartiles (25th percentile, median, and 75th percentile) are shown. To calculate these statistics, all observations were resampled onto a 15-minute gridspace and smoothed using a running 1-3-1 filter. Due to the fact that some convective indices denote greater instability with larger positive numbers while other indices use more negative numbers, the quartile corresponding with larger values of instability is not always the third quartile. The following figures are grouped by index type: thermodynamic, kinematic, and combined. Discussions of values obtained from rawinsonde or model-based studies are included. To facilitate comparison, these values are summarized in Table 5.1 along with the relevant values for non-tornadic supercells.
### Table 5.1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>RB98</th>
<th>D93a</th>
<th>D93b</th>
<th>D2004</th>
<th>RB98</th>
<th>D93a</th>
<th>D2004</th>
<th>S89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Torn</td>
<td>Torn</td>
<td>Torn</td>
<td>Torn</td>
<td>Supr</td>
<td>Supr</td>
<td>Super</td>
<td>Severe</td>
</tr>
<tr>
<td>Value</td>
<td>median</td>
<td>mean</td>
<td>mean</td>
<td>median</td>
<td>median</td>
<td>mean</td>
<td>median</td>
<td>mean</td>
</tr>
<tr>
<td>CAPE</td>
<td>1314</td>
<td>1895</td>
<td>2661</td>
<td>1152</td>
<td>1200</td>
<td>1900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIN</td>
<td>12</td>
<td>31-38</td>
<td>35</td>
<td>-3.2</td>
<td>72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LI</td>
<td>-5.9</td>
<td>-7.6</td>
<td>35</td>
<td>-3.2</td>
<td>72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRH</td>
<td>180</td>
<td>304</td>
<td>151</td>
<td>124</td>
<td>160</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHI</td>
<td>1.48</td>
<td>3.6</td>
<td>2.5</td>
<td>0.64</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRN</td>
<td>7.5</td>
<td>42</td>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Table summarizing relevant values obtained in previous studies for tornadic (Torn), nontornadic supercell (Supr), and severe weather (Severe, including both tornadic and non-tornadic storms). The studies are Rasmussen and Blanchard (1998, RB98), Davies (1993a, D93a), Davies (1993b, D93b), Davies (2004, D2004), and Schultz (1989, S89). Since some studies reported mean values, and other studies reported median values, the parameter type is also noted.

### b1. Thermodynamic indices

Thermodynamic indices are obtained from the temperature and moisture profiles of the environment. Therefore, the measurements used in the following indices come solely from AERI with no input from NPN.

The plot of the median value of Convective Available Potential Energy (CAPE, Figure 5.2) shows that as time progresses, instability increases until about an hour before tornado touchdown. Instability then decreases with time. This trend is also seen in the first and third quartiles, but with a peak time occurring earlier. The values for CAPE match up favorably with Rasmussen and Blanchard (1998, hereafter RB98) which found a median value of 1314 J kg\(^{-1}\) for tornadoes. Davies (1993a, hereafter D93a) found a larger mean CAPE for tornadic storms at 1895 J kg\(^{-1}\). Davies (1993b, hereafter D93b) found an even larger mean CAPE of 2661 J kg\(^{-1}\) for seven selected storms. Schultz (1989, hereafter...
S89) found a median CAPE for severe weather in the Colorado plains (including tornadoes and large hail) to be 1900 J kg\(^{-1}\). This disparity between S89 and the other studies could be due to the increased elevation of the surface in the S89 domain.

**Figure 5.2**: Plot of the quartile values of Convective Available Potential Energy (CAPE) for all tornadic events in the SGP domain from eight hours before touchdown to three hours after touchdown as retrieved from AERI data. The first quartile is denoted in red, the median in black, and the third quartile in blue.
Convective Inhibition (CIN, Figure 5.3) shows an expected trend when compared to CAPE. Whereas CAPE generally increases as the time of tornadogenesis approaches, CIN decreases until about 1.5 hours before tornado touchdown, at which point it begins increasing. Case studies (as presented in chapter 6) show that convective initiation tends to follow a rapid decrease of CIN. This does not appear in the climatology as the time of this decrease relative to initiation can vary; averaging has smoothed out this signal.

The CIN values obtained from AERI are much larger than values found from rawinsonde-based studies. RB98 found a median CIN for tornado-producing storms of 12 J kg\(^{-1}\), and Davies (2004) found a median mixed-layer CIN (generally larger than surface-based
CIN) of 38 for weak tornadoes (F0 and F1) and 31 for strong tornadoes (F2 and greater). The large values of CIN obtained by AERI when compared to other studies are likely due to the dependence of the calculation of CIN on the vertical resolution of the observed profile. Since AERI has a coarser vertical resolution than rawinsondes, the small variations in the profile are lost. However, the measured quantities are still valid insofar as trend analysis goes.

**Figure 5.4**: As in Figure 5.2, but for Lifted Index (LI).

Lifted Index (LI, Figure 5.4) clearly shows similar instability trends in the first and third quartiles. It is more difficult to discern such a trend in the median. This could be due to the fact that peaks in LI occurred at different times for different storms. The AERI-
retrieved LI values show a greater instability than those obtained from other rawinsonde studies: D93a found mean tornado LI to be -5.9, D93b found a mean of -7.6, and S89 found a median of -5.29.

Figure 5.5: As in Figure 5.2, but for Showalter Index (SI).

While the Showalter Index (SI) is similar to the LI, the trends for the quartile values are somewhat different (Figure 5.5). The SI appears to become less negative with time until four or five hours before tornado formation, then it becomes more negative until the time of the tornado. After that, it once again becomes more stable. The different definition of ascending parcel for SI versus LI means that LI is able to more accurately capture the
influence of low-level moisture on deep convection and therefore plots of LI will show more variability when compared to SI.

b2. Shear indices

Since shear is a measure of the change in wind with height, only observations of the vertical wind profile are necessary to calculate the indices that measure shear. Therefore, the following two plots use only NPN observations in the calculations.

Figure 5.6: Plot of the quartile values of Storm-relative Helicity (SRH) for all tornadic events in the SGP domain from eight hours before touchdown to three hours after touchdown as retrieved from NPN data. The first quartile is denoted in red, the median in black, and the third quartile in blue.

Storm-relative Helicity (SRH, Figure 5.6) is fairly constant throughout the pre-storm environment. (All helicity values used in this study are from 0-3 km above the surface.) Following the storm, it tends to increase. A large array of tornadic values of helicity can be
found in the literature. D93b found a mean value for SRH of 151 m² s⁻² and RB98 found a median SRH of 180 m² s⁻². However, D93a found a mean of 304 m² s⁻². This could be due to the fact that the dataset used in D93a consisted mostly of large tornadoes (of the six storms observed, four produced a tornado of F3 or greater). It has been shown that the more intense the tornado, the greater the helicity required to support it (Colquhoun and Riley 1996).

**Figure 5.7:** As in Figure 5.6, but for Bulk Richardson Shear (BRN shear).

Bulk Richardson Shear (BRN Shear, Figure 5.7) is the denominator of the Bulk Richardson Number (BRN). Since it is a simple measure of shear, it is occasionally used to quantify the magnitude of wind shear present in a given environment although few
benchmark values can be found in the literature. Like helicity, the median value of BRN shear is mostly constant during the pre-storm environment and increases after the tornado forms.

**b3. Combined indices**

Combined indices use both a measure of buoyant instability and wind shear to quantify the ability of the environment to support rotating updrafts. Both AERI and NPN observations are used for the following figures.

![Tornado Energy-Helicity Index](image)

**Figure 5.8**: Plot of the quartile values of Energy-helicity Index (EHI) for all tornadic events in the SGP domain from eight hours before touchdown to three hours after touchdown as retrieved from AERI and NPN data. The first quartile is denoted in red, the median in black, and the third quartile in blue.
The plot of Energy-helicity Index (EHI, Figure 5.8) shows an increase until a short time before tornado formation, and then decreasing values after that. This is expected since EHI is proportional to the product of CAPE and SRH. If CAPE exhibits a trend where it peaks an hour before tornadogenesis while SRH remains fairly constant, then the EHI trend will roughly mirror that of CAPE. The values of EHI in this study are within the range found in past studies: RB98 measured a mean EHI of 1.48 for tornadic storms, while the mean values for D93a and D93b are 3.6 and 2.5 respectively. Due to the reliance of EHI on helicity in D93a it is reasonable to expect that D93a would find larger values of EHI than other studies.

Figure 5.9: As in Figure 5.8, but for Bulk Richardson Number (BRN).
The plot of Bulk Richardson Number (BRN, Figure 5.9) shows a definite increase in value with time until the tornado forms. Prior studies found a large range of typical values for BRN: RB98 found a median value of 7.5, while D93b found a mean value of 42. The median values found several hours before tornado formation in this study correspond well to that range, but those previous studies are unable to capture the clear change in BRN as time progresses. Because BRN is a ratio of CAPE to a measure of shear, slight changes in the shear parameter will cause BRN to greatly fluctuate, especially when the shear parameter is small. This behavior is clearly visible in Figure 5.9.

C. Non-tornadic supercell results

To see if these instruments can assist forecasters in the process of discriminating between tornadoes and non-tornadic supercells, the median values for the above indices were plotted for both types of storms. However, these plots are only valid in a qualitative sense. The defining characteristic of a tornadic storm is its tornado, which can clearly be defined as beginning at a specific point in time and space. Unfortunately, the definition for supercell used by this study does not accurately capture the time or location at which updraft rotation begins, and there is no way to judge the time when a potentially tornadic supercell becomes irrevocably non-tornadic. The zero hour on the following plots for non-tornadic storms only represents the earliest time that large hail was reported; the moment of supercell development could come substantially earlier than that. Therefore, the plots of median values for both storm types can only be compared for their general trends, rather than specific values at specific times.
c1. Thermodynamic indices

![Figure 5.10: Plot of the median values of CAPE for all tornadoes (black) and all non-tornadic supercells (red) in the SGP domain from eight hours before the event until three hours after. The zero hour corresponds with touchdown for tornado cases, or hail report time for the non-tornadic supercell cases.](image)

CAPE for non-tornadic supercells is generally lower than it is for tornadic storms, especially as the time of tornado formation approaches (Figure 5.10). CAPE for the non-tornadic cases peaks two hours before a similar peak occurs in the tornadic cases, with environmental instability remarkably low during hail formation. RB98 found that median CAPE for non-tornadic supercells (1152 J kg$^{-1}$) was similar to tornadic storms (1314 J kg$^{-1}$).
Figure 5.11: As in Figure 5.10, but for CIN.

The median plots of CIN as measured by AERI (Figure 5.11) show that tornadic storms generally have have greater CIN than non-tornadic ones. This is contrary to the findings of RB98, which found that CIN in non-tornadic supercells was larger than tornado-producing storms, at 35 J kg\(^{-1}\) and 12 J kg\(^{-1}\) respectively. Like the tornadic storms, non-tornadic CIN decreases as the time of storm formation approaches and increases after the event. It is interesting to note that the extreme ends of the time range analyzed have similar CIN despite hosting different types of storms.
The median plot of non-tornadic supercells (Figure 5.12) shows a marked increase in instability between four and five hours before the large hail report, followed by a decrease starting between one and two hours before the large hail report. Like CAPE, the LI indicates that instability for non-tornadic storms is generally less than that of tornadic storms. The greater instability during the time in convection is beginning could be due to the definition of non-tornadic supercell; storms that will support hail of two inches or greater in diameter form in a very unstable environment.
Figure 5.13: As in Figure 5.10, but for LI.

The trend for the median value of non-tornadic supercell SI (Figure 5.13), as expected, shows a general similarity to the median value of non-tornadic supercell LI. Environmental instability is lowest between four and six hours before large hail is reported, and it is greatest at two hours before that time. Instability decreases in the post-hail environment.
c2. Shear indices

Figure 5.14: As in Figure 5.10, but for SRH.

Whereas tornadic storms show elevated levels of SRH between two and four hours prior to tornadogenesis, non-tornadic storms show lower levels of SRH for that time range (Figure 5.14). The values of SRH for the remainder of the pre-storm environment are very similar which implies the difficulty associated with solely using SRH as a discriminator between tornadic and non-tornadic storms. The NPN-measured range for non-tornadic supercells is similar to other values in the literature: RB98 found a median value of SRH of 124 m$^2$ s$^{-2}$ while D93a found a mean SRH of 160 m$^2$ s$^{-2}$. 
BRN Shear (Figure 5.15) is decidedly lower for non-tornadic storms than tornadic ones during much of the pre-storm time. While tornadic BRN shear tends to remain in the range of 40 to 50 m$^2$s$^{-2}$ in the eight hours before tornadogenesis, pre-non-tornadic BRN shear from six hours before reported hail until one-half hour following the initial hail is substantially lower at 10 to 20 m$^2$s$^{-2}$.

**Figure 5.15:** As in Figure 5.10, but for BRN Shear.
EHI (Figure 5.16) shows promise as a discriminator between tornadoes and non-tornadic storms. While EHI values for tornadic and non-tornadic storms are similar from four to eight hours before the severe weather report, after that time the tornadic EHI increases greatly. However, the non-tornadic EHI shows a slight decreasing trend during that time. Operationally, if EHI values continued to rise as the day progressed, forecasters could continue to monitor the situation for tornado development. If EHI values remained constant, however, the primary threat would likely be large hail. These possibilities will be further
examined in the case studies in the following chapter. The median value for non-tornadic supercells in RB98 was 0.64 while it was 1.2 in D93a.

![Figure 5.17](image)

**Figure 5.17**: As in Figure 5.10, but for BRN.

Generally, the median value of BRN (Figure 5.10) for non-tornadic supercells was higher than that of tornadic ones. The low-shear environment of the non-tornadic storms is evident in the plot of BRN: since the shear is so small and since it is in the denominator of the BRN formula, slight changes in shear will result in large changes for BRN. RB98 found that BRN is not a good discriminator between non-tornadic and tornadic supercells, with median values of 6.6 and 7.5 respectively.
D. Changes

With many observations per storm, the combined AERI and NPN measurements not only allow the opportunity to investigate the evolution of stability before severe weather events, they also can be used to look at rates of change of those indices.

One such measure of a rate of change for six of the indices discussed herein is defined by the following formula:

\[ |I_t| = \frac{I_t - \bar{I}}{\bar{I}} \]

where \( I_t \) is the value of an index at time \( t \), and \( \bar{I} \) is the mean value of that index for the previous hour. This parameter captures perturbation from a running mean normalized to the running mean. The median values of this parameter for both tornadic storms and non-tornadic supercells are plotted in Figure 5.18. As expected, these are noisy time series, as this parameter is similar to a derivative and higher order operations are noisier than lower-order ones.

Still, there are some trends evident in these plots. A downward trend in stability change (from larger positive change, to no change, to larger negative change) is evident for both tornadoes and non-tornadic supercells in CAPE and LI. The combination thermodynamic/kinematic both show rapid change following hail formation in non-tornadic supercells.
Figure 5.18: Plots of a unitless change parameter for tornadoes (black) and supercells (dashed red) for six indices from 8 hours before event formation to three hours after. The indices shown are (a) CAPE, (b) CIN, (c) LI, (d) SRH, (e) BRN, and (f) EHI.
This section has presented median values for many of the most commonly used severe weather forecast indices. There is significant variability from storm to storm and case to case. This will be explored in the next chapter as two substantially different cases are studied using AERI and NPN observations. While this chapter investigated the application of remote-sensing technology to determine general benchmark values, the next will use these individual case studies to further portray the usefulness of these instruments for nowcasting purposes.
VI. Case studies

Should a combined network of AERI and NPN become operational, one of its most important potential contributions is in nowcasting and operational forecasting (Feltz and Mecikalski 2002). These observations can be used to augment numerical weather prediction models, which can suffer from decreased accuracy in precipitation forecasts up to three hours after initialization time due to model spin-up (Golding 2003). Two case studies are presented below to demonstrate the usefulness of these instruments for these purposes.

A. 8-9 May 2003

May 2003 was an extremely prolific month for tornado formation. During this month 543 tornadoes formed, more than any other calendar month (Hamill et al. 2005). This included the week of 4-10 May 2003, which had the record number of reported tornadoes of any week. Of particular interest were the tornadoes of 8-9 May 2003, when seven tornadoes formed within the experiment domain. A map of these tornadoes can be seen in Figure 6.1.

Surface conditions during that time were warm and humid, aided by surface flow from the southeast that advected moisture from the Gulf of Mexico. A low level jet from the southwest was present at 850 hPa, and a 500 hPa jet came from the west. Together, these wind flows created a profile with a significant amount of shear over Oklahoma and Kansas. Coupled with the instability associated with the strong moisture advection, the environment was ripe for the production of supercells. A composite chart produced by the Storm Prediction Center of the synoptic conditions is shown in Figure 6.2.
Figure 6.1: Map showing the location of tornadoes during the 8-9 May 2003 tornado outbreak. Red triangles denote the locations of tornadoes within 100 km of an AERI installation, while black triangles denote tornadoes further away than that radius. AERI locations are marked with stars.

Figure 6.2: Composite chart showing the synoptic conditions at 0000 UTC on 9 May 2003 (7:00 PM CDT, 8 May) over the central United States. The low-level jet is shown in red, the 500 hPa jet is in blue. Fronts and surface conditions are shown using the standard convention. Of particular interest is the dryline, shown here in open, closely-spaced semicircles. From National Weather Service (2004).
Convection initiated around 1730 UTC as the dryline propagated westward. The dryline propagation is clearly evident in time-height cross sections of moisture from AERI (Figure 6.3). Once convection began, the highly unstable air and the strong shear of the wind combined to form supercellular storms. Satellite images of the evolution of these storms are given in Figure 6.4. The first tornado inside the experiment domain formed at 2200 UTC (5:00 PM CDT) outside Moore, Oklahoma, 36 kilometers north-northwest of the AERI/NPN installation at Purcell. This tornado grew to be the most intense of all the tornadoes on that day, registering a level of F4 on the Fujita scale, injuring 139 people, and causing damage of $370 million (National Climatic Data Center 2003b).

Figure 6.3: A time-height plot of water vapor mixing ratio at Vici, Oklahoma, (top) and Hillsboro, Kansas (bottom) from 1400 UTC on 8 May to 100 UTC on 9 May 2003. The passage of the dryline is clearly evident in the large decrease in mixing ratio with time. Vici is southwest of Hillsboro, so the dryline passage is earlier. The moist layer depth is shallower at Vici than at Hillsboro due to elevation differences: Hillsboro is at an elevation of 446.5 meters above sea level while Vici is at 647.7 meters above sea level.
Figure 6.4: Visible geostationary satellite images centered over Wichita, Kansas, showing the evolution of the 8-9 May 2003 tornadic storms. (a) 1732 UTC (12:32 PM CDT), showing the first evidence of convection in western Oklahoma with the passage of the dryline. (b) 1945 UTC (2:45 PM CDT), showing convection along the length of the dryline down into Texas. (c) 2115 UTC (4:15 PM CDT), showing the towering cumulus that eventually developed into supercells. (d) 2203 UTC (5:03 PM CDT), a few minutes after the touchdown of the first tornado in the AERI domain. The tornadic storm is clearly evident in the center of the state of Oklahoma.

Satellite images from National Center for Atmospheric Research (NCAR) Mesoscale and Microscale Meteorology Division (MMM).
Due to clouds over the eastern and southern portion of the experiment domain throughout the day, few AERI retrievals are available for times during the development of this storm system. Retrieval availability from the other three locations is much greater. The following figures show convective indices calculated from AERI and NPN profiles. The vertical dashed lines in these plots correspond with the times of the satellite images in Figure 6.4.

**Figure 6.5:** Plot of AERI-retrieved CAPE from 1400 UTC on 8 May 2003 through 100 UTC on 9 May 2003 for all AERI sites in the Southern Great Plains. The vertical dashed lines correspond to the times of the satellite images shown in Figure 6.4.
Figure 6.6: As in Figure 6.5, but for CIN.

Figure 6.7: As in Figure 6.5, but for LI.
Convection initiated at 1730 UTC as the dryline passed through Vici. The CIN (Figure 6.6) dropped rapidly from 300 J kg$^{-1}$ to 100 J kg$^{-1}$ between 1500 UTC and 1600 UTC, ahead of the approaching dryline. The lifting induced by the propagating dryline was sufficient to overcome the remaining inhibition. As the dryline propagated westward, the CAPE (Figure 6.5) over Vici was depleted, but the LI and SI (Figures 6.7 and 6.8) continued to become more negative, indicating greater instability. A possible explanation for this is the loss of all but surface moisture with the propagation of the dryline. Since CAPE is a layer-integrated quantity while LI and SI are each defined using a single low-level parcel, the depletion of moisture aloft corresponding with the passage of the dryline would cause the
CAPE to vanish. However, the continued presence of moisture right at the surface would result in the creation of a parcel that is assumed to be more unstable than it really is. CAPE is a better measure of atmospheric instability as it accounts for the entire depth of the atmosphere rather than just the lower levels.

Kinematic indices indicated that winds favorable for rotational development were present throughout the SGP domain (Figures 6.9 and 6.10). As the convection propagated eastward, the veering wind combined with the strongest updrafts to create supercells. Eventually, these storms formed very destructive tornadoes.

The combined indices of EHI and BRN (Figures 6.11 and 6.12) show the best analysis of conditions favorable for the support of rotating storms as they take into account both thermodynamic and kinematic instability. The EHI values for several hours before tornadogenesis at Vici are well above the median for tornadic storms. However, as the dryline moved through the area, the CAPE decreased to zero and tornadoes did not form in the vicinity of Vici. Since EHI and BRN are CAPE-dependent parameters, the loss of CAPE is reflected in the time-series for those parameters.
Figure 6.9: As in Figure 6.5, but for SRH as measured by wind profiler.

Figure 6.10: As in Figure 6.5, but for BRN Shear as measured by wind profiler.
Figure 6.11: As in Figure 6.5, but for EHI as measured by combined AERI and wind profiler observations.

Figure 6.12: As in Figure 6.5, but for BRN as measured by combined AERI and wind profiler observations.
While tornadoes did not form over Vici, the convection that initiated over Vici eventually grew into tornado-producing storms. Even though tornadoes touched down more than 150 kilometers away from Vici, it was the combined influence of the thermodynamic and kinematic characteristics of the atmosphere above western Oklahoma and the Texas panhandle that facilitated the development of nascent cumulus clouds into rotating cumulonimbus clouds. Had the cap not been weakened ahead of the propagating dryline, the storms never would have initiated. If the shear were too weak, the cumulus field would have grown until the initiation of precipitation, at which time evaporative cooling and rainfall would have chocked the updraft of these clouds and hindered further vertical development. On the other hand, if the shear were too strong, vertical development would have been stopped by the inability of the atmosphere to support a cohesive vertical updraft.

AERI and NPN observations uncover a wealth of information that standard synoptic rawinsondes cannot provide. On this day, an additional balloon was launched at the asynoptic time of 1800 UTC. Even with the extra sonde, there was still a six hour spacing between upper air observations. Rawinsondes were unable to detect the changes in the depth of the moist layer, the rapid decrease in CIN, the loss of CAPE associated with the passage of the dryline, or any of the multitude of other phenomena visible in the preceding figures.
B. 18-19 September 2002

A drastically different case developed in the experiment domain on 18 September 2002. Instead of a widespread outbreak of tornadoes, this day saw the development of many supercell storms but only two weak tornadoes. The first touched down at 2316 UTC (6:16 PM CDT) near Nash, Oklahoma, while the second touched down slightly more than an hour later at 0028 UTC on 19 September (7:28 PM CDT on 18 September) near Blackwell, Oklahoma. These locations relative to the AERI sites are shown in Figure 6.13. Clearly, the Lamont observation site is closest to the two tornado touchdown points.

![Figure 6.13: Map of the locations of the two tornadoes during the storms of 18-19 September 2002. Tornadoes are marked with red triangles; AERI sites are marked with stars. Both tornadoes that formed during this event were well within the 100 km radius of an AERI site required for it to be considered part of the experiment domain.](image-url)
Both tornadoes on this day rated at F0 on the Fujita scale. Neither caused any damage or casualties. The first tornado had a path length of 1.6 km and a width of 180 m while the second touched down only very briefly and had a width of 25 m (National Climatic Data Center 2003a).

Significant surface moisture was present across the Southern Great Plains throughout the day, a remnant of earlier moisture advection. An upper-level trough tilted to the west with height created a wind profile conducive to the development of rotating storms. Trailing the surface low associated with the upper-level trough was a cold front, which provided the lifting needed to initiate convection. Surface conditions near the time of convective initiation are displayed in Figure 6.14 while satellite images showing the development of convection can be seen in Figure 6.15.

![Figure 6.14: Plot of surface conditions in south-central United States at 1900 UTC on 18 September 2002. The cold front is clearly evident stretching along an axis from north-central Kansas to east-central New Mexico. From NCAR MMM.](image-url)
Figure 6.15: Visible geostationary satellite images centered over Wichita, Kansas, showing the evolution of the 18-19 September 2002 tornadic storms. (a) 1915 UTC (2:15 PM CDT), when individual convective clouds are first visible on the satellite image. (b) 2015 UTC (3:15 PM CDT), showing the first towering cumulus (on the Oklahoma/Kansas border) that would later develop into a supercell. (c) 2145 UTC (4:45 PM CDT), showing a line of discrete supercells. (d) 2315 UTC (6:15 PM CDT), one minute before the first tornado touched down. Images from NCAR MMM.
Like the previous case, convection initiated when a passing boundary propagated through a high-instability area where inhibition had been greatly reduced from an earlier peak. The plots of CAPE (Figure 6.16) and CIN (6.17) show this evolution. Prior to the arrival of the cold front, CIN dropped sharply across the entire domain. For example, CIN dropped from 600 J kg\(^{-1}\) to less than 150 J kg\(^{-1}\) in 90 minutes near Vici, well before convective clouds were visible on the satellite. Once the cold front arrived in the SGP domain, the lifting was enough to overcome the remaining inhibition and reach the level of free convection.

Between 2100 UTC and 2200 UTC, there was a significant drop in CAPE from 3100 J kg\(^{-1}\) to 2100 J kg\(^{-1}\) at Lamont, the same time that a nearby towering cumulus was growing into a supercell. However, in the thirty minutes prior to tornadogenesis at 2316 UTC, CAPE at Lamont returned to over 3000 J kg\(^{-1}\).

The plots of LI (Figure 6.18) and SI (Figure 6.19) show trends that are very similar to the climatologies of Chapter 5. Instability increases to a maximum at a time between convective initiation and tornadogenesis at which time it decreases. The plot of LI is particularly interesting, as it shows that the locations closest to the line of supercell formation had a larger maximum than the locations farther away from that axis.

All of the thermodynamic indices show a sharp change at Lamont at 0020 UTC due to the arrival of the storm outflow boundary, which caused rapid cooling at the lowest levels and created a strong inversion directly above the site.
Figure 6.16: Plot of AERI-retrieved CAPE from 1500 UTC on 18 September 2002 through 200 UTC on 19 September 2002 for all AERI sites in the Southern Great Plains. The vertical dashed lines correspond to the times of the satellite images shown in Figure 6.15.

Figure 6.17: As in Figure 6.16, but for CIN.
Figure 6:18: As in Figure 6.16, but for LI.

Figure 6:19: As in Figure 6.16, but for SI.
As is typically seen, there is a large degree of variability in the kinematic indices associated with this case. The plots of SRH (Figure 6.20) and BRN shear (Figure 6.21) show that shear overall was less in this case than it was in the 8-9 May 2003 outbreak case but that the remaining stability indices were still significant. Trends are hard to identify in the kinematic indices due to the high variability from observation to observation.

The combined thermodynamic/kinematic indices of EHI (Figure 6.22) and BRN (6.23) show that this case has indices typically associated with tornadic supercells. The BRN plot shows that when convection initiated wind shear at Lamont was too weak for the available CAPE to form supercells. As time progressed, CAPE dropped and shear increased so that more typical values of BRN were found as the towering cumulus near Lamont was developing into a supercell.

All available observation sites show a near doubling of EHI in the hour before tornadogenesis. However, changes of this magnitude are not unique to that time period; the high variability in shear parameters creates EHI and BRN values with large variation.
Figure 6.20: As in Figure 6.16, but for SRH as measured by wind profiler.

Figure 6.21: As in Figure 6.16, but for BRN shear as measured by wind profiler.
**Figure 6.22**: As in Figure 6.16, but for EHI as measured by AERI and wind profiler.

**Figure 6.23**: As in Figure 6.16, but for BRN as measured by AERI and wind profiler.
C. Comparisons

These two cases are drastically different. The first was a widespread outbreak of destructive tornadoes that caused hundreds of injuries and hundreds of thousands of dollars in damage. The second was a large outbreak of supercells that formed only two weak, short-lived tornadoes that caused no significant damage. The first case had substantially larger instability, greater shear, longer-lived storms, and occurred earlier in the day than the second case.

Still, there are common threads between these events. The two cases each had significant surface moisture in the pre-convective environment. Both initiated over western Oklahoma, where an advancing boundary propagated through air where convection was not as inhibited as it had been earlier in the day. Both had a balance between shear and instability that was conducive to supercell development throughout the entire experiment domain. Each shows large amounts of variability in convective indices (especially in the kinematic indices) from one time to the next and from location to location. Similar trends, especially the rapid loss of CIN, were found by Feltz and Mecikalski (2002), who used AERI retrievals to diagnose conditions associated with the 3-4 May 1999 tornado outbreak in central Oklahoma.

From dryline structure to inhibition quantities, both case studies present observations and changes that cannot be resolved with the spatial and temporal resolution of the existing rawinsonde network. It is in the domain of operational nowcasting that AERI and NPN observations can provide great benefit to the general public.
VII. Conclusions

The destructive and deadly nature of severe weather has inspired efforts to develop technologies and techniques that can better pinpoint the future time and position of specific phenomena like tornadoes and hail. While the rawinsonde has traditionally been the instrument of choice for measuring the thermodynamic and kinematic profile of the atmosphere, retrieved thermodynamic profiles from the Atmospheric Emitted Radiance Interferometer (AERI) when combined with wind profilers from the NOAA Profiler Network (NPN) provide the similar observations as rawinsondes with far better temporal resolution.

With AERI collocated with NPN at five sites in the southern Great Plains of the United States for five years, a rich dataset of atmospheric conditions associated with a variety of weather phenomena was collected. These observations were used to generate an assortment of operational convective indices used by forecasters to ascertain the instability of the atmosphere and the possible severe weather that may ensue. Climatologies of these indices for tornadic storms were calculated spanning the five years and categorized by the pre-storm to the post-storm environments.

In general, these climatologies indicate that atmospheric instability reached a peak about an hour before tornadogenesis, while wind shear remained relatively constant throughout the pre-storm period. After tornadogenesis, instability while the instability had lessened, sufficient quantities remained for continued support of storms. However, new storms rarely formed in these environments due to an increase in CIN and a lack of further lifting mechanisms.
Shear increased greatly a few hours after initial tornado development. This seems contrary to typical storm observations, in which discrete supercells merge together to form large non-rotating mesoscale convective systems (MCS) as shear decreases. However, MCS formation is usually several hours and hundreds of kilometers away from the time and location of initial tornado formation. If a storm examined in this study evolved into an MCS, it did so well outside of the experiment domain. Since most of the tornadoes in this study formed in the late afternoon, the large increase in shear a few hours after initial tornado formation could be due to boundary layer decoupling and low-level jet formation in the quiescent conditions following the storm.

Case studies show that there is little observation-to-observation variability in the retrievals of thermodynamic indices when compared to the retrieval of kinematic indices. This is likely due to the short-term variability of the atmosphere itself rather than due to instrument noise; changes in wind are far more rapid and chaotic than changes in temperature.

The individual case studies show changes happening much more rapidly than the climatologies reflect. This is a function of the varying times at which these changes occur ahead of convective initiation and tornadogenesis. If CIN decreases quickly between one and three hours ahead of convective initiation, for example, and convective initiation occurs at a varying time ahead of tornadogenesis, then the resulting median will show a far more gradual change ahead of tornadogenesis than the case studies showed.

Neither the spatial nor the temporal resolution of the existing synoptic rawinsonde network is adequate to capture the small-scale changes occurring in the atmosphere. With
observation-to-observation and site-to-site variability, the current in situ observations are not enough to give an accurate picture of the atmosphere to forecasters and modelers. Traditional convective indices developed from these rawinsonde-derived profiles do not have the high-temporal resolution that the combined AERI/NPN profiles provide. When coupled with the fact that individual cases are highly different from one another, no readily-identifiable signature was found that clearly delineates tornadic storms from non-tornadic ones. However, combined retrievals from AERI and NPN do show promise in discriminating between environments that are likely to produce one type of storm over the other. New indices that utilize rates of change of convective indices could be developed to further utilize the wealth of data recorded by these combined instrument networks.

AERI and NPN were each developed separately to fulfill an individual purpose. Together, these two instruments provide data that is extremely useful to operational forecasters. This thesis has presented just a few of the ways in which combined thermodynamic and kinematic remotely-sensed profiles can be used to further the understanding of severe weather. If the AERI and profiler network were expanded to include more locations, not only could more truths about severe weather be uncovered, but more lives could be saved through more accurate forecasts and improved lead times.
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