SENSITIVITY OF ATMOSPHERIC POLLUTANTS TO
CHANGES IN MODELED NATURAL AND
ANTHROPOGENIC EMISSIONS

by
Erica Scotty

A Master’s Thesis
submitted in partial fulfillment of the degree requirements for the
degree of

Master of Science
Department of Atmospheric and Oceanic Sciences

at the
UNIVERSITY OF WISCONSIN-MADISON
2014
Abstract

Ozone and fine particulate matter are the two most significant air pollutants, of widespread concern to human health across the U.S., and actively regulated by the U.S. EPA. Anthropogenic emissions affect both of these pollutants, but natural processes can also contribute to violations of health-based standards set by the United States Environmental Protection Agency (EPA). Many counties across the U.S. are out of attainment of the EPA’s National Ambient Air Quality Standards (NAAQS) for ozone and particulate matter smaller that is 2.5 μm (PM$_{2.5}$). This work improves the understanding of natural and anthropogenic contributions to ground-level air quality. We investigate changes in pollution levels by altering emissions, using the U.S. EPA’s Community Multi-scale Air Quality Model (CMAQ).

The first part of this study investigates the effects of adding an emission source from lightning. We use convective precipitation and cloud top height as a proxy for lightning flash activity. Lightning emits varying levels of NO$_x$ across the U.S., and is an important contributor to upper tropospheric NO$_2$. Although lightning’s contribution to surface NO$_2$ is relatively small, the importance of this source is acute, when comparing to satellite data. Lightning emissions result in about a 10% increase in surface ozone across the southern U.S.

The second part of this study evaluates source-receptor relationships for ozone across the Great Lakes Region. Previous studies have observed increased ozone levels above the Great Lakes due to certain meteorological conditions and emissions sources near the lakes. Wind patterns can advect these elevated pollution levels on shore, causing counties around the lake to violate the NAAQS for ozone and particulate matter. This study is the first to
investigate the contribution of emissions in near-lake counties in Wisconsin, Illinois, Indiana, and Michigan to high pollution levels in coastal cities.
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Chapter 1: Introduction and Motivation

Research overview

Ozone and fine particulate matter are the two most significant air pollutants of concern to human health across the U.S. Since the United States Environmental Protection Agency (EPA) enacted the Clean Air Act in 1970, fine particle concentrations have reduced 37% and ozone has reduced by 25% [U.S. EPA, 2014]. These reductions are vital, as the World Health Organization now estimates that about seven million people die, world-wide, each year from both indoor and outdoor air pollution exposure [WHO, 2014]. Aside from air pollutants causing premature mortality, pollutants can cause a multitude of health issues, including asthma [Sunyer et al., 2002; Weinmayr et al, 2010], chronic bronchitis, non-fatal heart attacks, and other respiratory and cardiovascular complications [U.S. EPA, 2011]. Emission controls and policies set by the EPA help to mitigate these negative health issues, but there are still areas that experience high levels of pollution. These health effects are large motivating factors to fully understand air quality.

Ambient air pollution is influenced by several factors: emissions, chemical processes, and meteorology. There are many emission sources across the globe, which include emissions from motor vehicles, power plants, industrial plants, forest fires, lightning, vegetation, and many more. Emissions can come from anthropogenic sources like power plants, as well as natural sources like vegetation. Quantifying all the emissions from each of these sources is a complex process, but necessary for fully understanding ambient air pollution and potential reduction strategies. To add to the complexity, meteorology also affects pollution levels and chemical processes. For example, when skies are clear, winds are
slow, temperatures are high, and the sun is near its zenith, formation of ozone readily occurs [Lin et al., 2001]. Another example is that particulate matter concentrations are typically lowest in the springtime [Spak et al., 2009]. There are many more relationships between chemical processes and meteorology, as well as weather impacts on emissions sources.

In order to quantify chemical release into the atmosphere the EPA and other air quality management and research organizations calculated emissions inventories. Inventories from various sources then need to be combined to understand the complete level of emissions in an area for each atmospheric pollutant. These inventories only provide information on what is being directly emitted into the air, and not what might be chemically formed in the atmosphere due to these emissions. This is where air quality model comes in as a tool. Air quality models bring together chemical processes, emissions, and meteorology, in order to output air pollution concentrations across a specified domain.

This work utilizes an advances air quality model to understand the sensitivity of ambient pollution to changes in natural and anthropogenic emissions. As mentioned, there are complexities involved when developing an emissions inventory, and most inventories omit emissions sources that are not viewed as essential for a particular analysis need. As air quality modeling and knowledge of atmospheric processes advance, often new inventories are developed and expanded. The most current inventory utilized by our research group focused on anthropogenic sources, but did not include emissions from lightning and forest fires. This gap was the motivation behind developing an inventory for lightning emissions, which will be discussed in Chapter 3.

Aside from building a comprehensive emissions inventory, understanding what occurs in areas that are air pollution “hot spots” can help to understand how to reduce these
elevated pollution levels in hopes to reduce population exposure. There are several areas around the United States that have elevated pollution levels. The most severe of these can be seen by looking at the areas that have violated the National Ambient Air Quality Standards (NAAQS) (Figures 1.1 and 1.2). Because the EPA considers individual counties as the defined area of NAAQS compliance, an assessment of county emissions can help to understand how to best avoid these exceedances. One particular area of interest is along the Great Lakes, which has historically had many counties out of attainment of the air quality standards. Chapter 4 presents and analysis of near-lake county air quality.

**Lightning impacts on NO₅**

Nitrogen oxides, or NO₅ (NO₅ = NO + NO₂), are directly emitted from both anthropogenic as well as natural sources, and are also formed in the atmosphere. Anthropogenic NO₅ accounts for 87% of the total emissions, of which, 60% is from mobile sources [U.S. EPA, 2008]. Natural sources of NO₅ account for the remaining 13%, of which includes wildfires, lightning, stratospheric injection, and soil emissions [U.S. EPA, 1993]. Nitrogen oxides pose a threat to air quality and human health, and are therefore one of the six pollutants regulated by the (NAAQS). NO₅ impacts respiratory morbidity and asthma [U.S. EPA, 2008] and the standard for NO₂ is set at 100 ppb for a 1-hour average and 53 ppb for annual average. These regulations are set to protect human health and the environment, and have the potential to be affected by lightning emissions [Allen et al., 2012; Kaynak et al., 2008]. For this study, we will be focusing on nitrogen oxides, or NO₅ (NO₅ = NO + NO₂), emitted by lightning, as lightning is still a very uncertain, but significant natural source of NO₅ in the troposphere [Bierle et al., 2010; Kaynak et al., 2008; Griffing, 1977; Bond et al., 2001; DeCaria et al., 2005; Zhao et al., 2009; Biazar and McNider, 1995; Wang et al., 2013;
Lightning flash frequency is the metric that is typically recorded and used as the basis for NO\textsubscript{x} emissions estimates. Most notably, the National Lightning Detection Network (NLDN) is a network of over 100 sensors across the U.S. that has the capability to detect cloud-to-ground (CG) and intracloud (IC) lightning strokes [Orville et al., 2002]. Satellite instruments from the Tropical Rainfall Measurement Mission (TRMM) Lightning Imaging Sensor (LIS), the Optical Transient Detector (OTD) have also been used to detect total optical pulses that are translated into individual flashes [Murray et al., 2012; Beirle et al., 2010; Schumann and Huntrieser, 2007; Huntrieser et al., 2008; Nesbitt et al., 2000]. These methods of measuring flash frequency are only half of the information necessary to translate lightning into emissions values; the amount of NO\textsubscript{x} from each strike needs to be measured or estimated.

The total amount of NO\textsubscript{x} released per lightning strike, and distributions across the globe are still widely uncertain [Allen and Pickering, 2002; Martini et al., 2011; Schumann and Huntrieser, 2007; Price et al., 1997; Morris et al., 2010]. This uncertainty is due to several factors, and is largely based off minimal observational data. The factors that contribute to estimates of the NO\textsubscript{x} emissions are: the amount emitted by each strike, difference in emissions from IC vs. CG, and totals over the globe. The contribution of these factors are still widely uncertain, and highly debated.

Improvements have been made in estimating the global budget of lightning NO\textsubscript{x}, converging from an approximation of 1-20 Tg of N per year to 2-8 Tg of N per year across the globe [Schumann and Huntrieser, 2007]. The range of 2-8 Tg of N per year has increasingly become the most utilized estimate and has been employed in the most recent
studies [Allen et al., 2012; Beirle et al., 2010; Tost et al., 2007, Morris et al., 2010]. Although these numbers have converged due to additional observational data, this is still a wide range, and account for the entire globe as opposed to a single continent or region. Estimates for the United States range from 0.21 – 5.87 Tg N per year with an average of 1.63 Tg N per year [Bond et al., 2001; Hudman et al., 2007; Fang et al., 2010; Zhang et al., 2003; Wang et al., 2013; Lamsal et al., 2010; Pierce et al., 2007; Martin et al., 2006; Jourdain et al., 2010]. To further understand the significance of lightning emissions, as a comparison, the global rate of NO\(_x\) emissions is 32 Tg N per year [Zhang et al., 2003], resulting in lightning emissions accounting for roughly 6-25% of the global NO\(_x\) budget. Although this is a large range, these are the best estimates to date.

The next uncertainty lies in the amount of NO\(_x\) emitted by each stroke. This has been estimated through use of field experiments and aircraft measurements [Ott et al., 2007; Fehr et al., 2004; DeCaria et al., 2005]. The range in estimates of this value are quite large, as Zhang et al., [2003] summarized a range of 8 to 5000 moles per flash, which was determined through field experiments and global models. Through the use of model simulations and aircraft measurements, DeCaria et al. [2000] and DeCaria et al. [2005] estimate that each CG strike produces 200-500 moles of NO per flash, while Allen et al. [2012] utilized the high end of this scale, 500 moles per flash, to match with three separate field experiments. The most frequent value utilized per flash is about 500 moles [Allen et al., 2010; Allen et al., 2012; Ott et al., 2010; Murray et al., 2012; Hudman et al., 2007; Kaynak et al., 2008; DeCaria et al., 2005; Martini et al., 2011].

Another uncertainty is due to the ratio of IC and CG emissions per strike. This is a significant distinction in order to develop the emission totals for each strike, as CG strokes
are potentially more energetic than IC, and IC strokes are more frequent [Huntrieser et al., 1998]. Several studies have concluded that CG strokes emit 10 times the amount of NO\textsubscript{x} in comparison to IC strokes [Tost et al., 2007; Martin et al., 2007; Schumann and Huntrieser, 2007], while others have estimated the IC/CG ratio to be 3 [Allen et al., 2010; Jourdain et al., 2010; Smith and Mueller, 2010; Price and Rind, 1993]. More recently, field experiments have found that IC strikes are just as energetic as CG strikes, emitting the same amount of NO\textsubscript{x} resulting in a 1-to-1 ratio [Allen et al., 2012], and has been utilized in several studies [Ott et al., 2003; Choi et al., 2005; Allen et al., 2012].

Once these uncertainties are addressed, an emission inventory is then developed, used as input to chemical transport models (CTM). Lightning emissions have not been added to regional air quality models until the last several years even though their effect on air quality has been recognized for the past 20 years [Allen et al., 2012]. There are a wide range of models utilized to simulate the effects of lightning emissions including: GEOS-Chem an a global scale [Martin et al., 2007; Bey et al., 2001; Lamsal et al., 2010; Mitovski et al., 2012], and regional scale [Jourdain et al., 2010; Lee et al., 2011; Lin, 2012], EPA’s Community Multi-scale Air Quality (CMAQ) Model on a regional scale [Allen et al., 2012; Mueller et al., 2011; Mao et al., 2010; Wang et al., 2013; Kaynak et al., 2013], the Model of Ozone and Related Chemical Tracers (MOZART) on a global scale [Zhang et al., 2003] and regional scale [Fang et al., 2010], the Model of Atmospheric Transport and Chemistry – Max Planck Institute for Chemistry (MATCH-MPIC) on a global scale [Lawrence et al., 2003; Labrador et al., 2005], the Global Modeling Initiative (GMI) on a regional scale [Allen et al., 2010], a cloud-scale chemical transport model (CSCTM) on individual cells [Ott et al., 2007; Ott et al., 2010], the ECHAM5/MESSy atmospheric chemistry model on a global scale [Tost et al.,
2010; Tost et al., 2007], and the Goddard Cumulus Ensemble (GCE) model on individual cells [Pickering et al., 1998; Ott et al., 2007; Thompson et al., 1994; DeCaria et al., 2000]. These model simulations are then compared to past field measurement data, most often from flight campaigns [Allen et al., 2010; Martin et al., 2007; Allen et al., 2012], or satellite retrievals from the SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY) [Martin et al., 2006; Yuan et al., 2012], or the Ozone Monitoring Instrument (OMI) [Yuan et al., 2012; Huijnen et al., 2010; Allen et al., 2010].

**Regional strategies to reduce O$_3$ and PM$_{2.5}$**

Ozone is not directly emitted, but formed in the troposphere. Ozone is primarily formed when NO$_x$ reacts with volatile organic compounds (VOCs) in the presence of sunlight to form ozone (O$_3$) [Tong et al., 2009]. Ozone is a photochemically formed pollutant, and is therefore highest in the summer time [Chameides and Walker, 1973]. The non-linear relationship between VOCs and NO$_x$ with respect to ozone generation can be see in Figure 1.3. This figure shows two extreme scenarios, VOC and NO$_x$ limited regimes. When VOC concentrations are low, any increase in NO$_x$ will not increase ozone concentration, and visa versa for low NO$_x$ concentrations. This means that there needs to be a balance between NO$_x$ and VOCs to largely increase ozone concentrations. Rural areas are typically NO$_x$ limited, whereas urban areas are VOC limited [Liao et al., 2014].

Ozone is known to have adverse health affects, including respiratory problems, premature mortality, cardiovascular, and central nervous system problems [Dockery et al., 1993; Bell et al., 2005; U.S. EPA, 2013a]. For these reasons along with environmental impacts, ozone is also regulated under the NAAQS. The current regulation for ground level ozone in the NAAQS is 75 ppb over an 8-hour average.
Particulate matter (PM) is both a naturally emitted and chemically formed substance in the atmosphere. PM can be directly emitted, such as wind-blown dust, or can be formed photochemistry and/or condensed through chemical reactions [Koo et al., 2010]. Two of the main precursors that contribute to chemically formed PM are NO$_2$ and SO$_2$ [U.S. EPA, 2011]. Particulate matter that is 2.5 μm in diameter, or less, is denoted as PM$_{2.5}$, and will be the focus in this study. This particular size of PM is significant, as it has direct implications in human health and morbidity [Dutkiewicz et al., 2004].

Federal standards require that every county within a state be in compliance with air quality rules. The EPA implements rules for each state to follow, and standards (especially the NAAQS), which must be met. Each state is required to develop an individual state implementation plane (SIP), to ensure that each county is in attainment of the federal rule.

There have been several studies that investigated the impact of state-to-state transport of ozone and ozone precursors [Tong et al., 2008; Tong et al., 2009; Bergin et al., 2005; Bergin et al., 2007]. Bergin et al. [2007] found that 77% of each state’s ozone concentrations, in the eastern U.S., was contributed to by emissions from upwind states. On average, in-state emissions account for less than 15% of ozone in 90% of the states [Tong et al., 2009]. As further evidence for these findings, Tong et al. [2008] find for over 80% of states, interstate transport is more significant than in-state emissions and that 77% of each state’s surface ozone concentrations are sensitive to precursor emissions from other states. Turning to look at the ozone precursor of NO$_x$, Tong et al. [2009] found in 43 states NO$_x$ emissions from upwind states contributed more to ozone concentrations than the states’ own emissions. Tong et al. [2009] also found that in-state NO$_x$ emissions can affect 2 to 40 states downwind by a
minimum of 0.1 ppb. Overall, these studies conclude that ozone levels seen in a particular location are over 77% likely to have been formed in a neighboring state.

For particulate pollution transport, Dutkiewicz et al. [2004] calculated trajectories from New York to show that 44-60% of sulfate concentrations were transported from other states. Bergin et al. [2007] had similar findings, but concluded that 77% of each state’s PM$_{2.5}$ concentrations, in the eastern U.S., were contributed by emissions from upwind states. Although Bari et al. [2003] did not specifically study state-to-state transport; they concluded that 43% of sulfate and 30% of PM$_{2.5}$ mass in metropolitan New York was attributed to upwind emissions. Husain and Dutkiewicz [1990] concluded that over 60% of the total sulfate concentrations at two sites in New York originated from Midwestern emissions. Overall, past studies conclude that 30% or more of particle pollution is transported from another state. Here we focus on the unique case of stat-to-state transport across Lake Michigan.

Lake breeze affects on air quality

Past studies have investigated the relationship between lake-land breeze circulations and air pollution [Levy et al., 2011; Lyons and Cole, 1976; Hastie et al., 1999; etc.]. These lake breeze circulations often develop in the spring and summer due to differences in land and water temperatures [Lyons and Olsson, 1973]. Prior to the development of the circulation, a stable layer is often observed over the body of water, allowing for the build up of emissions, and chemical reactions to take place [Foley et al., 2011]. The pollutants are then advected from above water to the land through the localized lake-land breeze circulation, raising local pollution levels [Levy et al., 2011]. In fact, lake breeze circulations developed on 40-45 % of days over a 10-summer month study period in Milwaukee and 36% of days in
Chicago [Lyons, 1972]. This process has been known to cause exceedances in the EPA air quality standards, which also have corresponding negative health and environmental impacts.

One reason high levels of pollution are associated with lake breeze circulations is through above-lake chemistry [Lyons and Cole, 1976]. Ozone formation, generally increases with increasing temperature and decreases with increasing relative humidity [Camalier et al., 2007]. Due to the temperature difference between land and the lakes in summer, the atmosphere is very stable and provides for an “efficient reaction chamber for ozone formation” through photochemistry [Foley et al., 2011]. Hayden et al. [2011] observed this, and found a layer of shallow mixing causing limited dispersion, and therefore leading to enhanced oxidation of primary pollutants like sulfur dioxide and organics. Levy et al. [2010] found, through observations and model studies, that ozone concentrations were 5 to 15 ppb higher above the lake than compared to rural and urban sites over the southern Great Lakes [Levy et al., 2010]. Hastie et al. [1999] found that when a lake breeze forms over Lake Ontario, ozone precursors along with other oxidation products have been seen in higher concentrations, which provides for a significant impact on local air quality as levels of ozone rise on the order of 10’s of ppb. VOC and NO\textsubscript{x} profiles contribute to the formation of ozone, and were categorized by Foley et al. [2011]. The study states that below 200m above Lake Michigan, ozone formation is VOC limited in the morning, and becomes NO\textsubscript{x} limited in the afternoon, and that onshore VOC concentrations peak in the early morning, whereas above the lake, VOC concentrations peak in mid-morning [Foley et al., 2011].

The wind flow pattern associated with lake and sea breezes have an association with raising levels of air pollutants, especially ozone, onshore [Foley et al., 2011, Wellman et al., 1992, Eshel & Bernstein, 2006, Hastie et al., 1999, Lyons & Olsson, 1973, Cheng, 2002,
Hayden et al., 2011, Lin et al., 2010, Lyons, 1972]. During the spring and summer months, land temperatures often exceed the surface temperature of the water through daytime heating [Foley et al., 2011]. This, along with light gradient winds and strong insolation, causes lake and/or sea breeze circulations to develop [Lyons, 1972]. When these lake breezes form, they also interact with the large scale synoptic flow, causing complex circulations to develop and advect a build up of ozone, ozone precursors, and emissions from local sources, over the lake [Levy et al., 2010]. Although the circulation is complex, Wellman et al. [1992] found a correlation between specific wind directions around Lake Michigan, with high levels of ozone. If a high-pressure system was located to the east of the lake, and winds were out of the southwest over the southern portion of the lake, increased levels of ozone were detected on the eastern shore [Wellman et al., 1992]. This wind profile allowed for fairly stable conditions, allowing for less mixing to occur, and therefore even higher levels of ozone to be detected. If winds were out of the south, higher levels of ozone were detected on the western shore, and were accompanied by deep vertical mixing [Wellman et al., 1992]. Wellman et al. [1992] also concluded that when winds were out of the southwest, higher levels of ozone were detected on the eastern shore, but vertical mixing was limited, causing even higher levels to be seen onshore.

After the lake breeze circulation ceases, an elevated stable layer often develops, causing a build-up of pollutants in that layer [Makar et al., 2010]. Levy et al. [2010] conclude that after this layer has formed, it is not exposed to fresh emissions and encounters limited removal through dry deposition. This can lead to enhanced ozone formation the following day and therefore allowing for local emissions to have an even larger impact on local air quality [Levy et al., 2010]. This phenomenon has also been seen by Lin et al. [2010],
who describe it as an elevated ozone layer, which is “the air layer between the nocturnal boundary layer and the top of the daily mixing layer in an ozone-polluted area”, and stated that the ozone that was formed and mixed in the atmosphere during the previous day is preserved in that layer. After sea breeze circulations cease, elevated ozone reservoirs form from surface cooling in the evening and are left to descend to the surface through nocturnal subsidence [Makar et al., 2010]. Lin et al. [2010] state that due to the depth of the sea breeze circulations versus lake breeze, large point sources on the coastal region play a large role in increasing ozone. This is due to plumes being advected inland through the sea breeze during the day, and advected inland again in a returning land breeze at night [Lin et al., 2010]. Lin et al. [2010] also conclude that ozone from the reservoir from the previous day “contribute 50% more to daily ozone pollution than the ozone produced on the day of interest.” Not only does the reservoir cause elevated pollution levels, but recirculating pollutants do as well. Particulates have been seen at increased levels around Lake Michigan, and Lyons and Olsson [1973] suggest that particulates are in part recirculated in the lake breeze cell causing accumulating levels that wouldn’t otherwise be seen, which are continually contributed to by local sources [Lyons and Olsson, 1973]. Taiwan is also subject to these frequent circulations, but in the form of larger sea breezes, where shallow terrain driven circulations often develop, allowing for vertical mixing to be limited and therefore an increase in ozone concentrations downwind [Cheng, 2002].

Several model studies have investigated lake and sea breeze simulations and corresponding chemical processes in the atmosphere. Lyons et al. [1994] used the Regional Atmospheric Modeling System (RAMS) along with Lagrangian Particle Dispersion Model (LPDM) to simulate a sea breeze and plume advection. They discovered that within the sea
breeze front, entire plumes can be vertically displaced aloft, then recirculate within the sea breeze cell, but still leave large concentrations pooled aloft that can affect the next days pollution concentration levels [Lyons et al., 1994]. Harris and Kotamarthi [2005] used the Fifth-Generation NCAR / Penn State Mesoscale Model (MM5) at a 4 km grid, and also simulated particles trapped within the circulation, which then recirculated several times. Makar et al. [2010] investigated lake breeze circulations using A Unified Regional Air-Quality Modeling System (AURAMS). The model simulations showed that the interaction between the synoptic flow and the lake breeze circulation contributed to the transport of ozone and the enhancement of photochemical production of ozone through convergence zones [Makar et al., 2010]. Through this model study, Makar et al. [2010] conclude that Lake Erie and St. Clair showed a photochemical production of ozone up to 3 ppb per hour, leading to the enhancement of ozone on shore of around 30 ppb. These model simulations also showed that the synoptic wind pattern can advect these high levels of ozone and ozone precursors in narrow bands hundreds of kilometers from the lake [Makar et al., 2010]. This study suggests that local emission sources may have a large impact on ozone production in this area especially if they are located near a convergence line associated with the lake breeze circulation [Makar et al., 2010]. Levy et al. [2010] also used the AURAMS model, and were able to properly simulate the circulation and obtained similar ozone concentrations as observations.

Overall, lake breeze circulations and above lake chemistry play a large role in pollution concentrations inland, especially near the coast. Model studies do a fair job in simulating the lake and sea breeze circulations along with corresponding chemical processes. Observational studies also provided a wealth of information, but are generally data limited
due to short field campaigns. Although there were a large number of studies dealing with lake breeze circulations and corresponding pollution levels, one aspect not investigated were case studies involving altering emissions to see the impact on ozone and particulate formation over the lake. This sensitivity approach is explored in our study.

**Thesis overview**

This research focuses is on air quality impacts of adding lightning NO$_x$ to the existing emissions inventory, and running the new inventory through an air quality model, in order to assess the overall contribution of lightning to NO$_x$ (Chapter 3). We also consider how county reductions in emissions impact air quality over a multi-state region (Chapter 4). For this study, I investigate the changes in PM$_{2.5}$ and ozone when emissions are altered in the Great Lakes Region. Together, the analysis of ozone and PM sensitivity to lightning and county-level emissions highlights the complex response of ambient air quality to natural and anthropogenic emissions.
Figures

Figure 1.1: The U.S. EPA PM-2.5 nonattainment area map according to the 2006 standard from U.S. EPA [2013b].

Nonattainment areas are indicated by color. When only a portion of a county is shown in color, it indicates that only that part of the county is within a nonattainment area boundary.
Figure 1.2: The U.S. EPA 8-hour ozone nonattainment area map according to the 2008 standard from U.S. EPA [2013c].

Figure 1.3: Ozone isopleth map from Finlayson-Pitts and Pitts (1993).
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Chapter 2: Data and Methods

Air quality modeling

This study utilizes an air quality model to gain a comprehensive analysis of pollutant levels across the U.S. and the Great Lakes Region. Models help to supplement sparse ground based observational networks and satellite data, while providing a tool to examine atmospheric processes and sensitivities. The EPA monitoring network has about 1,000 monitors for ozone and about 400 for NO$_2$ (Figure 2.1 and 2.2), most concentrated in urban areas. Observations from satellites offer a valuable new resource, but there are limited pollutants measured, limited temporal coverage, and known errors and biases [Lee et al., 2011]. Air quality models help to fill in the gaps in measurements, and allow analysis of a multitude of atmospheric constituents, with continuous spatial and temporal coverage.

Air quality models utilize mathematical and numerical techniques to simulate the dispersion and chemical reactions of pollutants in the atmosphere. Air quality modeling involves a complex system of inputs in order to generate accurate levels of atmospheric pollution. The modeling system utilizes several datasets for these inputs, including meteorology along with anthropogenic and biogenic emissions. Because the air quality model simulates pollution levels over an entire domain, continuous meteorology and emissions must be generated and input into the air quality model. This study examines air quality in the U.S., both on a continental scale and with higher resolution over the Upper Midwest.

For this study, the EPA Community Multi-scale Air Quality (CMAQ) Model version 4.7.1 [Byun and Schere, 2006] was employed. CMAQ is a state-of-the-art chemical transport
model that is widely used for policy analysis, state implementation plans (SIP), and quantifying air pollution health risk. CMAQ has the capability to model at both continental and regional scales, at a multitude of resolutions.

CMAQ requires meteorology and emissions data as inputs. Emissions data was obtained through the Lake Michigan Air Directors Consortium (LADCO) Base C version 7 2007 inventory. This inventory includes: biogenic, point source, area source, motor vehicle on-road and non-road, and low point source emissions. This inventory is appropriate to use for most applications focused on ground-level air quality and regulation. However, the inventory introduces errors when comparing with satellite data because it omits emissions from lightning, fires, or Mexico. Mexico emissions are uncertain in all inventories. Because LADCO focuses on the northern U.S., it has not been developed to the same level as other components of the inventory. Lightning emissions, however, can be significant when comparing to satellite measurements because the satellite makes column measurements and lightning contributes to the upper troposphere. To best compare model and satellite data, lightning must be added to the standard LADCO inventory, which was the motivation for this work. Forest fires are also an important addition to the inventory, but are not discussed in this work because of the lack of time in developing the inventory to its final form. For anthropogenic emissions LADCOs estimates are considered stat-of-the-art. Biogenic emissions are estimated by the widely used MEGAN model.

The next input into CMAQ is meteorology, which was generated by a fellow group member Dr. Monica Harkey, who utilized the Weather Research and Forecasting (WRF) Model version 3.2.1 [Skamarock and Klemp, 2008]. WRF is a necessary component to air quality modeling in order to generate continuous meteorology data at the correct resolution,
and over the same domain as the emissions data. WRF simulations for this study were constrained using the North American Regional Reanalysis (NARR) [Harkey and Holloway, 2012]. WRF data was generated with 27 vertical layers and at a 36 km by 36 km resolution over the continental U.S. and at 12 km by 12 km over the Great Lakes Region. The WRF data is output in a form that is not directly compatible with CMAQ, and therefore needed to be processed through the EPA Meteorology-Chemistry Interface Processor (MCIP) version 3.2. CMAQ can output concentrations of over 130 constituents, at ground level and vertically throughout the 27 layers, along with dry and wet deposition rates. CMAQ outputs concentration values once every hour throughout every day the simulation is ran for.

Here we use gas and aqueous phase chemistry from the Carbon-Bond Five (CB05) mechanism [Yarwood et al., 2005] and the aerosol chemistry by Aero5 [Carlton et al., 2010] in the CMAQ simulations. The CB-05 mechanism contains 51 species and 156 chemical reactions [Yarwood et al., 2005], and is utilized, along with AERO5, for its improved performance over previous versions of aqueous phase and aerosol chemistry.

For boundary conditions, we utilized time varying, dynamic, boundary conditions that were calculated by the Model for Ozone and Related Chemical Tracers version 4 (MOZART-4) [Emmons et al., 2010]. Boundary conditions define the flux of pollutants entering the domain around the boundary, and reflect global chemical inflow to the U.S.

CMAQ, in particular, estimates ozone concentrations fairly well, with a slight high bias overall, but particularly near coastal areas [Eder and Yu, 2006]. Eder and Yu [2006] also find that CMAQ performs well for PM$_{2.5}$, with a slight positive bias that is reduced in summer time. The U.S. EPA [2005] found that CMAQ over predicts PM$_{2.5}$ by 9% and over predicts ozone, resulting in a $R^2$ value of 0.49 in the summer. A comprehensive seven-year
evaluation was conducted by Zhang et al. [2014] who conclude that PM$_{2.5}$ is biased slightly high, but is within performance standards. Zhang et al. [2014] also conclude that ozone performance meets EPA criteria, with biases within +/- 0.15. Use of observational data sets, as a point of comparison, helps us to validate the use of CMAQ as a tool to further understand tropospheric pollution.

**Mexico emissions inventory**

Because the LADCO 2007 inventory did not include emissions from Mexico, we supplemented the inventory with data from the Mexico National Emissions Inventory (NEI) 1999 version (Eastern Research Group and TransEngineering, 2006). 1999 is the newest year of which existing Mexico emissions are available. Pollutants reported by the Mexico NEI for motor vehicle, non-road mobile sources, and area source emissions are NO$_x$, SO$_x$, VOC, CO, PM$_{10}$, PM$_{2.5}$, and NH$_3$ and point source emissions excluding NH$_3$. Biogenic emissions were already calculated for the entire domain, including Mexico, using MEGAN version 2.10.

Each pollutant for every sector was reported in the Mexico NEI as a yearly value in Mg/yr by state. We then allocated each pollutant uniformly across each state in Mexico and separated evenly across the year. Unit conversions were calculated to either g/s or mole/s using molecular weights specified within the chemical mechanism of CMAQ. Emissions for motor vehicle, non-road mobile sources, and area sources were allocated in the lowest model layer, whereas point source emissions were distributed within the lowest seven layers, which were calculated to be at or below the average planetary boundary layer height for July 2007.

CMAQ does not accept NO$_x$, SO$_x$, VOC, PM$_{10}$, and PM$_{2.5}$ as direct inputs; they need to be separated into components. Each pollutant was separated according CMAQ 4.7.1
Despite that these emissions were developed in 1999, we used them as inputs along with the 2007 inventory for simplicity and lack of available information to expand the inventory to the same year as the rest of the inventory.

**Observational data**

To compare model data with observations, ground measurement data from the EPA’s Air Quality System (AQS) Data Mart, and Clean Air Status and Trends Network (CASTNet) were obtained. To complement ground measurements, and provide broader spatial coverage, model data were also compared to satellite measurements of NO$_2$ from the Ozone Monitoring Instrument (OMI) onboard the Aura satellite.

OMI NO$_2$ data was obtained from the Tropospheric Emission Monitoring Internet Service (TEMIS) that was processed by the Royal Netherlands Meteorological Institute (KNMI) [Boersma et al., 2007]. These data are output as column totals, and not readily comparable with the grid used. In order to conduct quantitative comparisons, satellite data
need to be on the same grid as the model across the domain. In the standard Level-2 format, the data is provided as a 2600 km swath at a resolution of 13-26 km along the track, and 26-135 km across track, depending on the viewing angle [Boersma et al., 2008]. To process the satellite data to the model grid, a tool called the Wisconsin Horizontal Interpolation Program for Satellites (WHIPS) is utilized. Using this tool, the Level-2 OMI NO$_2$ data was interpolated to a custom Level-3 product to match the grid layout of the CMAQ simulations. Because OMI NO$_2$ is output as column totals, an averaging kernel is applied to the CMAQ data to calculate a comparable metric, and CMAQ data are extracted to match the satellite overpass time. Although this satellite can give information over a larger area in comparison to the ground-based measurements, it only provides one early afternoon measurement per day, corresponding with the overpass time and frequency.

The statistics that will be utilized to analyze the model data against these observational datasets include: the correlation coefficient (mean-$r$), normalized mean bias (NMB), and normalized mean error (NME). The correlation coefficient ranges from -1 to 1, 1 showing the highest positive correlation, 0 showing no correlation, and -1 indicating negative correlation. The normalized mean bias was calculated by averaging the sum of daily model minus the satellite observations, then dividing by the average satellite observations, and the normalized mean error was calculated by averaging the absolute value of the model daily value minus the observation, then divided by the average of observations. Using these statistics, both satellite and ground-based measurements can be used to validate model data.
Figures

Figure 2.1: EPA ozone monitor locations, both active and inactive.

Figure 2.2: EPA NO₂ monitor locations, both active and inactive.
References


Eastern Research Group and TransEngineering (2006), MEXICO NATIONAL EMISSIONS INVENTORY, 1999


Chapter 3: Lightning Emissions Inventory

Inventory development

The lightning inventory implemented in this research was developed based on the methodologies utilized in Koo et al. [2010]. Koo et al. [2010] estimated emissions by setting an amount of total nitrogen emissions by lightning per year, and allocating it spatially and temporally through cloud-top height and convective precipitation through the following equation:

\[ E(\tilde{x}, t) = R_{NO} P_c(\tilde{x}, t) D(\tilde{x}, t) p'(\tilde{x}, t) \]

where \( E(\tilde{x}, t) \) is the emissions rate of NO in mol/hr at the grid location \( \tilde{x} \) and time \( t \), \( R_{NO} \) is the NO emissions factor, \( P_c(\tilde{x}, t) \) is the convection precipitation in m/hr, \( D(\tilde{x}, t) \) is the convective cloud depth in meters, and \( p'(\tilde{x}, t) \) is the pressure in Pascals. Koo et al. (2010) defined the emissions factor \( R_{NO} \) as \( 3.9 \times 10^{12} \) by setting the summation of \( E(\tilde{x}, t) \) to 1.06 Tg N per year. This value was a bit low in comparison to other studies, here I set \( E(\tilde{x}, t) \) equal an average of those studies, to a value of 1.6 Tg N per year. As another difference from Koo et al. [2010], we employed a bimodal vertical distribution of NO emissions following Allen et al. [2012] (Figure 3.1a). Koo et al. [2010] applied a unimodal distribution shown in Figure 3.1b. The vertical profile from Allen et al. (2012) was also used because it is a newer model generated profile that was developed to capture IC and CG stokes in different vertical levels of the atmosphere, because of IC strokes only occurring higher in the
atmosphere, and CG strokes extending down towards the surface. Whereas Allen et al. [2012] calculated the distribution over 16 layers, and here we include 27 layers.

Total lightning NO emissions for July 2007 show maximum values greater than 500 moles/hour, and are seen in the southeast area of the domain (Figure 3.2a). The highest emission total inland is in Florida, southeastern Texas and southern Louisiana. In these areas strong convective activity produces more frequent lightning [Koo et al., 2010]. Total emissions over the domain, are similar in spatial distribution and magnitude to Koo et al. [2010] (Figure 3.2b). Differences in magnitude could be due to differences in frequency and severity of convection from Koo et al. [2010] study year of 2002 and this study for 2007 (see Table 3.1 for a summary) as well as differences in the assumed NO per lightning strike. The emissions calculated here were similar to many other studies in distribution [Cooper et al., 2006; Bond et al., 2001; Allen et al., 2012; Fang et al., 2010; Smith and Mueller, 2010], but different in magnitude. The magnitude is hard to compare with other studies due to the use of different and unreported metrics. Rough calculations put the values calculated here at about average between Cooper et al. [2006], Bond et al. [2001], Allen et al. [2012], Fang et al. [2010], Koo et al. [2010], and Smith and Mueller [2010].

**Discussion**

**NO2 Discussion**

To fully examine the effects of lightning NO changes in O3, VOC, PM2.5, and NOx between the two CMAQ runs and AQS observations have been investigated. First I will look at changes in NO2 concentrations between both CMAQ runs and the AQS observations. The AQS database generally provides information for NO2 because NO2 is a criteria pollutant
regulated under the NAAQS. The AQS observations of NO₂ show the highest values (15 ppb to > 25 ppb) in California, Illinois, and along the upper east coast (Figures 3.3a). The highest concentrations are seen in highly populated areas, namely Los Angeles, San Diego, Chicago, and New York City (> 25 ppb). NO₂ monitors are typically located in populated areas, with anywhere from 1 monitor to greater than 10 per state.

NO₂ concentrations from both CMAQ runs show highest levels (>25 ppb) in the most populated areas, including the same list of cities as with the AQS data (Figures 3.3b and c). The most frequent values range from 0 to 3 ppb, and mostly occur in rural areas. As expected, lightning does not affect modeled NO₂ in these surface sites, and no difference between the CMAQ simulations is readily apparent in Figure 3.3.

To characterize the impact of lightning on surface NOₓ, Figure 3.4 compares the base case (BC) run and the run including lightning. The largest percent difference (>80%) is located in the Gulf of Mexico, the North Atlantic Ocean, and off the west coast of Mexico (Figure 3.4). The largest changes are located in areas where NOₓ concentrations are the lowest. There are sporadic patchy areas of negative percent change, no greater than -2%, for which the cause is not known at this time. Because lightning contributes the most in remote areas with low total NOₓ, absolute difference maps show close to zero change across the entire domain, between -0.25 ppb and 0.25 ppb (not shown). So, even though the percent change is large in areas for NOₓ, the absolute change does not show more than a 0.5 ppb deviation from the base case.

CMAQ NO₂ can also be compared with the satellite retrieval of NO₂ from the Ozone Monitoring Instrument (OMI). Figure 3.5 shows a comparison of NO₂ between the CMAQ BC simulation (Figure 3.5a), the CMAQ lightning case (Figure 3.5b), and OMI (Figure 3.5c).
Higher concentrations of NO$_2$ are seen in the OMI data across the domain in comparison to both simulation, with the exception of large cities, like Chicago, New York City and Los Angeles, where CMAQ is higher by a range of 1-4 molecules/cm$^2$ x $10^{15}$ in each city (Figure 3.5a and b). Adding lightning emissions to CMAQ increased the NO$_2$ across the domain, most predominantly in the eastern U.S., showing a better correlation with the satellite data (Figure 3.5b and c). There is still the same difference between large cities, but the difference in the eastern U.S. decreased by about 1 molecules/cm$^2$ x $10^{15}$. These differences are also shown with statistics in Table 3.2.

Table 3.2 shows the temporal correlation coefficient (mean-r), normalized mean bias (NMB), and normalized mean error (NME) based on daily one-hour values. These calculations were conducted by comparing the daily average value of AQS and CMAQ against the single overpass time in the OMI data. Comparing CMAQ BC and lightning against OMI, mean-r increases from 0.08 to 0.12 when including lightning. This is indicative of a greater positive correlation between OMI and the lightning run, showing a 50% improvement in agreement. Still, day-to-day variation in OMI is not well captured by CMAQ, due perhaps to the model’s ability to correctly estimate diurnal NO$_2$ change needed to capture the early afternoon values seen by OMI. The NMB increases in the lightning case, while NME decreases. This means that the CMAQ run with lightning has less error and bias as compared to the satellite observations.

A comparison with AQS was also conducted. The statistics are all the same between AQS and the two CMAQ runs because lightning has little affect on surface, urban NO$_2$. The error and bias are much less between these two data sets than with the model against the satellite. The mean r is much larger between CMAQ and AQS, at 0.64 versus about 0.1 for
the satellite against the model. This indicates a higher correlation of CMAQ with AQS data vs. CMAQ and the satellite data. It should be noted that the agreement between observational datasets (OMI NO$_2$ and AQS data) shows a much higher correlation (0.7) than when either observation dataset shows against either model simulation.

**Ozone Discussion**

Observational data of 8-hour maximum average ozone has been obtained from the AQS database, and is compared with the two CMAQ runs in this section. Maximum values of ozone from the AQS database for July 2007 are seen in southern California and Colorado, with values greater than 75 ppb (Figure 3.6a). Minimum values of about 25-35 ppb are located in southern Texas and Louisiana. The most frequent values range from 50-65 ppb across most of the U.S. There are more ozone than NO$_2$ monitors, allowing for a widespread area to be covered, and evaluated with direct measurements.

The locations of highest values in the observational data have similar spatial distributions to the CMAQ runs, but ozone concentrations in the model runs are too high (Figures 3.6b and c). Elevated values are seen across the upper east coast, over the lower Great Lakes, the Ohio River Valley, Southeast U.S., and California, ranging from 55 to greater than 75 ppb for both runs. Locations of higher concentrations appear to be correlated with areas of higher population centers. Minimum values are located in the far northern and southern areas of the domain. The lightning shows similar spatial distribution as compared to the BC and lightning runs, with slightly elevated values (about 5ppb) located in the southeastern portion of the U.S. This increase is spatially correlated with the areas of increase NO$_2$ seen in Figure 3.2a. It is hard to visibly see the differences between both runs, so percent difference and absolute change are present in Figures 3.7a and b.
The percent difference in ozone with the addition of lightning NO\textsubscript{x} shows a mostly positive difference with maxima around 15%. These differences are seen in the southern and southeastern section of the domain, with about a 3 to 4 ppb maximum change in ozone in that area. The region of largest change, seen in this research, is similar to Koo et al. [2010], who stated that this area typically sees the largest changes due to strong convective activity and increases in biogenic VOC emissions. This also coincides with the area of the largest increase in NO lightning emissions seen in Figure 3.2a. This research then shows that on average, adding lightning NO\textsubscript{x} in the model can impact ground concentrations of ozone, by 0 - 3 ppb. This is similar, but less than, the results seen in Koo et al. [2010], who concluded that implementing their lightning emissions inventory in CMAQ resulted in a 0 - 6 ppb increase.

Further comparing CMAQ output with observations, time series data from three CASTNet sites were obtained. Two of the sites are located in rural areas, and one site in an urban area. The first rural site is located in Macon County, NC (latitude 35.06, longitude -83.43), and the second rural site is in Liberty County, FL (latitude 30.11, longitude -84.99). Overall, both CMAQ runs followed the same trend as at the CASTNet sites, but the magnitude in both runs were almost always larger, more so in NC than in FL (Figures 3.8a and b). In both counties, the largest deviations between observational and model output is seen in the daily minima. The model does not perform well in predicting the overnight decrease in ozone each day, but more so in NC than FL. The model seems to capture the daily fluctuations in ozone better in Liberty County, FL, matching much better with the daily minima. The lightning run is always larger or equal in magnitude to the BC run, and both runs are larger in magnitude than the observations. Because the lightning run is even larger
than the BC, the lightning deviates further from the observations. This deviation is on the order of 0 to 3 ppb in NC and 0 to 5 ppb in FL. The lightning inventory developed here generated higher levels of NO in Florida as opposed to North Carolina, which allowed for the larger 0-5 ppb deviation in FL.

The final CASTNet site analyzed here is an urban site, located in Blount County, TN (latitude 35.63, longitude -83.94; Figure 3.8c. Here, both CMAQ runs and the observational data match fairly well for this location in both magnitude and trends. The ozone from the lightning run at this location is higher than the BC run, which seems to match the observations equally as well due to the observations frequently exceeding the model runs on multiple occasions. This may indicate the model performs better for urban sites as opposed to rural sites.

**Additional Species**

In efforts to fully analyze each scenario, SO$_2$, PM$_{2.5}$, and VOC concentrations have also been examined. Changes in SO$_2$ are minimal, with a maximum percent decrease of about 7%, located off the southwest coast of Florida (Figure 3.9). The majority of the changes in SO$_2$ are seen over the Gulf of Mexico, and off the southeast coast of the U.S. The largest decrease in SO$_2$ over land is located in the south-central portions of the U.S. and north-central Mexico, with a maximum of a 2% decrease. The absolute difference of SO$_2$ between the lightning and BC runs are minuscule, with ranges between -0.25 and 0 ppb.

Changes in PM$_{2.5}$ are also very minimal, but unlike SO$_2$, show an overall increase in concentrations. This maximum increase is about 1-3%, and is located over the central and southeast portions of the U.S. (Figure 3.10). The largest values are located in select few places in Florida, and south of Cuba. The absolute differences between these two runs are
minimal, at a maximum 0.25 ug/m³, and show no distinct pattern across the domain.

Changes in VOC concentrations occur across most of the U.S., northern Mexico, the Gulf of Mexico, and off the east coast of the U.S. (Figure 3.11a). The percent difference is an overall decrease with maxima of about 10%, located in the Gulf of Mexico, and the Atlantic Ocean. The average percent difference across the rest of the U.S. is about a 2% decrease. The areas of largest decreases over land are in Florida, south-central U.S., and northern Mexico, with values around -4%. The largest absolute differences are located in western Mexico, Mississippi, Alabama, Georgia, and Florida, with values at about 1 ppb decrease (Figure 3.11b). The absolute differences across the northern half of the U.S. is about zero, with the southern half averaging around a 0.75 ppb decrease.
Figures

Figure 3.1a: Vertical profile of lightning NO production for 2004 (dashed) and 2006 (solid) from Allen et al. (2012).
Figure 3.1b: Vertical profile of domain averaged lightning NO\textsubscript{x} emissions, averaged over January and July 2002 in Koo et al. (2010).

Figure 3.2a: Averaged column total lightning NO\textsubscript{x} emissions in moles/hr.
Figure 3.2b: Lightning emissions of NOx for Koo et al., (2010) for July 2002. Values were determined by averaging column totals.
Figure 3.3: Mean NO2 concentrations for July 2007 in ppb for a) (top) AQS data, b) (middle) CMAQ base case, and c) (bottom) CMAQ with lightning.
Figure 3.4: Percent difference of NO$_2$ between lightning and BC simulations.

Figure 3.5: a) (top left) BC CMAQ NO$_2$ calculated using the OMI NO$_2$ averaging kernel then averaged over the month. b) (bottom left) OMI NO$_2$ converted from level 2 to level 3 using WHIPS, c) (top right) Lightning CMAQ NO$_2$ calculated using the OMI NO$_2$ averaging kernel then averaged over the month.
Figure 3.6: a) (top) AQS observational maximum 8-hour average ozone concentration for July 2007, b) (middle) CMAQ base case maximum 8-hour average ozone concentration for July 2007, and c) (bottom) CMAQ lightning case maximum 8-hour average ozone concentration for July 2007.
Figure 3.7: a) (top) CMAQ 8-hour ozone percent difference between the lightning and base case and b) (bottom) CMAQ 8-hour ozone percent difference between the lightning and base case.
Figure 3.8a: Ozone time series a rural location in Macon County, NC. Gray line is CASTNet observations, the green line in CMAQ with lightning, and the red line is the BC. The time series is taken from July 2007.

Figure 3.8b: Ozone time series a rural location in Liberty County, FL. Gray line is CASTNet observations, the green line in CMAQ with lightning, and the red line is the BC. The time series is taken from July 2007.
Figure 3.8c: Ozone time series at an urban location in Blount County, TN. Gray line is CASTNet observations, the green line in CMAQ with lightning, and the red line is the BC. The time series is taken from July 2007.

Figure 3.9: Percent difference in SO$_2$ between the lightning and BC simulations.
Figure 3.10: Percent difference in PM$_{2.5}$ between the lightning and BC simulations.

Figure 3.11a: Percent difference in VOC concentrations between lightning and BC simulations.
Figure 3.11b: Absolute difference in VOC concentrations between the lightning and BC simulations.

Tables

<table>
<thead>
<tr>
<th></th>
<th>Modeled vs. Satellite</th>
<th>Modeled vs. AQS Observations</th>
<th>OMI vs. AQS Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BC</td>
<td>BC +Lightning</td>
<td>BC</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.08</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>NMB</td>
<td>-21.88</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>NME</td>
<td>60.52</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison between this study and Koo et al. (2010)

Table 3.2: Mean r, normalized mean bias (NMB), and normalized mean error (NME) between model and satellite (left), AQS and model (middle), and OMI vs. AQS (right) at the AQS locations across the CONUS domain.
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Chapter 4: Sensitivity of Lake-County and Sectoral Reductions in Anthropogenic Emissions

Differences in model data

The setup of CMAQ for this section is similar to that described in Chapter 3, with several exceptions as follows. For this chapter, the meteorology and air quality were simulated at a 12 km x 12 km resolution over the Great Lakes Region. The WRF meteorology was generated using the Grell Convection Scheme instead of Kain-Fritsch Cumulus Parametrization. The emissions inventory was the same version, LADCO base C July 2007, just at a 12 km x 12 km resolution. This work was conducted prior to the developments of the lightning and Mexico inventories, so none of those are included here. Other than those exceptions, the model runs were set up and executed the same as in Chapter 3.

Description of scenarios

The motivating factor for these scenarios was to quantify the sources of NAAQS exceedances in the counties around Lake Michigan. Our hypothesis was that pollution sources directly bordering the lake have the largest impact on the amount of ozone pollution that builds up over the lake. To test this hypothesis, three scenarios involve altering emissions in the counties that directly surround Lake Michigan. One of these scenarios eliminates all emissions from the lake bordering counties, which will now be called Zero-LC. The next scenario reduces all emissions in the lake bordering counties by 50%, which will be called 50%-LC. The last scenario that alters emissions around the lake involves a reduction
in motor vehicle emissions by 50% in the counties bordering Lake Michigan, which will from now on be called MV-LC. Motor vehicle emissions were targeted because it has been concluded that emissions from motor vehicles are the largest contributors to VOC emissions near the shore of Lake Michigan [Foley et al., 2011], and because motor vehicle emissions account for about half of the NO\textsubscript{x} emissions in the U.S. [Logan, 1983]. Another reason for this reduction in all motor vehicle emissions, both non-road and on-road, is because Foley et al. [2011] concluded that changes between NO\textsubscript{x} and VOC limited regimes around Lake Michigan was a result of alterations in motor vehicle traffic near the lake. To further analyze the affects of motor vehicle emissions across the domain, the last scenario is a reduction of all motor vehicle emissions across the domain by 50%, which will now be called MV-All. In total, there are five CMAQ runs performed for this section, including the base case (BC). All of these scenarios were chosen to assess the source contributions, and the affects on pollution around Lake Michigan.

**Discussion**

**Ozone Discussion**

Ozone concentrations from the AQS database show the highest values in Ohio River Valley, with maxima around 60 ppb (Figure 4.1a). The lowest concentrations are between 30-35 ppb, and are located in the upper west portion of the domain. The BC simulation results in much higher concentrations as compared to the observations (Figure 4.1b). The largest concentrations are located in the Ohio River Valley, as with the AQS, but the concentrations range from 65-75 ppb, about 5 to 10 ppb higher than the observations. There are also maxima over the Great Lakes, most notably over Lake Michigan, Lake Erie, and
Lake Ontario, with values ranging from 65-75 ppb. Unfortunately, there are no monitors in/on the lake for comparison. Most of the domain experiences concentrations around 55 ppb. The lowest concentrations are located in the upper quarter of the domain, reaching minima of about 30 ppb. As an extreme test case, we zero out all emissions in all counties adjacent to the lake.

The Zero-LC scenario displays lower ozone concentrations, most notably, over Lake Michigan (Figure 4.1c). Concentrations over Lake Michigan, which peak at 75 ppb in the BC, are reduced to a maximum of 55 ppb for the Zero-LC. Concentrations over the Ohio River Valley, and the remaining Great Lakes, also show reductions of around 2-5 ppb. The 50%-LC scenario results in fewer reductions across the domain, and over Lake Michigan (Figure 4.1d). The concentrations over Lake Michigan reduce by about 10 ppb. Concentrations over Lake Erie, Lake Ontario, and in the Ohio River Valley show less of a spatial reduction as compared to the Zero-LC. The MV-LC scenario (Figure 4.1e), produces the largest change over Lake Michigan, with reductions around 5 ppb near the lower east portion of the lake. The remaining differences are difficult to visibly detect. The reduction in motor vehicle emissions across the domain results in a larger reduction over Lake Michigan, and the entire domain than the MV-LC scenario (Figure 4.1f). The MV-All scenario results in the largest spatial decrease, with many locations showing a reduction in ozone concentrations by about 5 ppb. Lake Michigan experiences reductions of about 5 ppb, but over a larger area as compared to the MV-LC. To further quantify these reductions, absolute and percent differences in ozone will be discussed further.

The scenario of zero emissions from lake counties around Lake Michigan (Zero-LC), yield a maximum decrease in concentrations around 20% (Figure 4.2a), or about 16 ppb
(Figure 4.2b). Zero-LC impacts extend over most of Michigan, averaging around a 4% decrease in ozone relative to the base case, and a 1-15 ppb absolute reduction. There is a slight increase in concentrations in Milwaukee and Chicago of about 1 ppb or about a 1% decrease. Reductions in lake county emissions affect many states around the Great Lakes Region, some as far south as Virginia and as far west as western Ohio and Missouri. This scenario generated the largest changes in ozone concentrations of all scenarios examined.

Reducing motor vehicle emissions in the Lake Michigan bordering counties by 50% (50%-LC) reduces above-lake ozone by about 10% or 7 ppb (Figure 4.3a and b). These changes extend to the east over Michigan, with maximum decreases up to 8%. There is a slight 1% increase in Milwaukee and Chicago for this run as well, which is only about a maximum of 1 ppb increase. Reductions of over 1 ppb reach across about one quarter of the domain, through Wisconsin, Michigan, Illinois, Ohio, Indiana, and Canada. Overall, the pattern of change is similar to Zero-LC, but of lesser magnitude.

The next run also altered emissions from the Lake Michigan bordering counties, but this time only a reduction in motor vehicle emissions was implemented (MV-LC). The largest reductions in ozone are located in more sporadic areas in this run than the previous two (Figure 4.4a). The largest decrease is between a 1 and 4% reduction, mainly seen over the northern portion of Lake Michigan, and the western half of Michigan. This run produced the greatest areas of increases, again in the Milwaukee and Chicago areas. This increase is still very small, around 1 ppb, but does reach farther north and south of Milwaukee, and west of Chicago than previous scenarios (Figure 4.4b). There is a maximum absolute difference of between 1 and 4 ppb across the eastern side of Lake Michigan and western Michigan. The remainder of the domain does not experience changes of more than 1% or 1 ppb.
The final scenario analyzed here is a domain-wide reduction in motor vehicle emissions by 50% (MV-All). This reduction invokes a 4 to 8% reduction across most of the domain (Figure 4.5a). The far north and western portions of the domain experience the least amount of change (about 1 – 4%), along with areas surrounding Chicago and Milwaukee. There are areas of minimal change in Milwaukee and Chicago, with a slight increase in the Chicago area. The absolute difference calculated for this scenario shows a reduction of between 1 and 4 ppb across most of the domain. Maximum changes are locating around the Ohio River Valley, with values around a 5 ppb decrease. The change in Milwaukee and Chicago are minimal, from 0 to a 1 ppb increase. This run, as expected, produced the largest changes over the largest area, but did not decrease ozone in and around the lake, more than the zero emissions from lake bordering county run.

Each reduction scenario showed some increases in concentrations over Milwaukee and Chicago, as opposed to the decreases that were seen across the remainder of the domain. Because of this, data from both cities were extracted, and analyzed. First, is a time series of 8-hour maximum ozone in Chicago during all of July 2007 (Figure 4.6). The 8-hour ozone for each run (total of five including the BC) was plotted along with the EPA standard for ozone (75 ppb) and the AQS data for each city. Each run shows similar concentrations with the rest for most of the time series, but the AQS ozone date measurement only matches well for the final third of the time series. Most of the ozone concentrations in Chicago stay below the AQS standard, with the exception of July 27th. For this date, all runs were above the standard, and the AQS measurement was below. In most instances, the Zero-LC scenario generated lower ozone values throughout the time series, with the exception of the 16th through the 19th. During this stretch of time, the Zero-LC and 50%-LC scenarios show an
increase in ozone, while the other three scenarios (including the BC) show a decrease. The largest deviation between runs for this period of time is about 15 ppb. Looking through animations of the ozone fluctuation over that time period (not pictured here), there is a significant decrease in ozone during the overnight hours that lingers in the BC run, but not in the Zero-LC scenario. Further comparison of these runs, using percent difference and absolute difference calculations are utilized next.

The absolute difference shows an overall increase in ozone concentration in Chicago for all of July, except for the Zero-LC scenario (Figure 4.7a). On average, ozone decreased by 1.6 ppb for the month in the Zero-LC scenario. The largest average increase, of 2.5 ppb, occurred in the 50%-LC scenario. The largest increases in ozone occurred in the Zero-LC scenario, on the 5th and 26th, with increases in concentrations of 26 and 29 ppb consecutively. The largest decreases occurred in the same scenario on the 15th and 31st of 16 and 19 ppb consecutively. The reduction in motor vehicle emissions across the entire domain resulted in the lowest impact on ozone concentrations for Chicago. Overall, the absolute difference does not appear to have a correlation with minimum or maxima on ozone concentrations.

The percent difference of 8-hour maximum ozone between the BC and all four scenarios is mostly positive, with the exception of the domain-wide reduction in motor vehicle emissions (Figure 4.7b). On average, reducing the MV-all scenario results in the largest reduction in ozone for Chicago. Although this scenario resulted in an average decrease in concentrations, it resulted in the least amount of overall change in concentrations for Chicago. The Zero-LC scenario produced the largest change in ozone for Chicago, but on average, increased ozone by about 6.5%. The largest percent difference occurs on July 5th, which results in a 97% difference between the BC and Zero-LC scenario. The next largest
difference occurs on July 26th, between the same two scenarios, at a maximum of 69%. The largest percent decrease occurs on July 15th, again between the same scenarios, at a maximum of a 25% decrease. To further analyze how the percent changes correlate with ozone concentrations, scatter plots of percent change and 8-hour maximum ozone concentrations have been examined.

In order to assess if the percent difference showed any correlation with extrema in ozone concentrations, scatter plots of these two metrics were generated for each scenario (Figures 4.8a, b, c, and d). The correlation between these metric for all scenarios is close to zero, with the largest correlation between the BC and the Zero-LC scenario, with an R² value of 0.011. This scenario produced a few outliers of high percent difference (30% - 98%), and the corresponding concentrations were within the mid-range of values. The other scenario that produced outliers of high percent difference (about 20% - 60%) was the reduction of emissions by 50% around the lake. These high percent differences fell within the lowest half of concentration values. The remaining two scenarios had lower percent differences, below 20%, and did not show any particular correlation with ozone extrema.

This same analysis method was also incorporated for ozone in Milwaukee, WI. Overall, each scenario does not deviate much from the BC, with the exception of the Zero-LC scenario (Figure 4.9). That scenario consistently produced values lower than the other runs, by as much as 25 ppb. The AQS observational data generally follows the same pattern as the model runs, but almost always shows lower concentrations. There are seven instances where four of the CMAQ runs exceed the NAAQS standard of 75 ppb. The Zero-LC run only exceeds the standard three out of the seven days. All of these exceedances recorded from the model runs do not occur in the observational data. Further analysis of these peak
events was done using animations, which are not pictured here. Each of these exceedances, with the exception of one, can be attributed to lake-breeze interactions. Ozone typically built-up over the southern or northern section of the lake, and was then advected south or north and slightly to the east. This was not seen in the Chicago concentrations because the wind shifted later in the day when the highest levels had already been advected southern portion of the lake towards the north and when higher concentrations were seen in the northern section of the lake, they did not reach as far south before concentrations started to diminish. The one exception to the lake-breeze interaction occur on the 22\textsuperscript{nd} and 23\textsuperscript{rd}. This exceedance occurred due to a persistent high-pressure system, stagnant wind patterns over the Great Lakes Region, and higher wind speeds over the lake. Next, I will again analyze the differences between scenarios, but this time in Milwaukee.

Analysis of the percent difference in ozone for Milwaukee shows that each run increases in ozone, except for the Zero-LC scenario (Figure 4.10a). Reducing motor vehicle emissions around the lake produces the larges increase from the BC, about 4.5\%. The Zero-LC scenario produced an overall average reduction in concentration, but only by 0.22\%. Peaks in percent difference seem to occur, most often, the day after a peak in ozone concentrations. The largest percent difference occurs on the 19\textsuperscript{th}, with a value of 65\% for the Zero-LC scenario, down to 31\% for the MV-All scenario. The largest reduction occurs on the 22\textsuperscript{nd}, with a maximum of 42\% for the Zero-LC run.

The absolute difference shows an overall increase in concentrations, except for the Zero-LC scenario (Figure 4.10b). This scenario produces average decreases of 2.4 pbb for the month. The maximum average increase in concentrations was 2.5 pbb for the MV-LC scenario. The largest peak in absolute difference for all scenarios occurs on the 19\textsuperscript{th}, with a
maximum of 28 ppb for the zero lake county emissions scenario. The largest reduction occurs on the 22\textsuperscript{nd} with a decrease of 38 ppb for that same scenario. Overall the Zero-LC scenario shows the largest variations from the BC.

Scatter plots of concentration vs. percent difference for each scenario have also been analyzed for Milwaukee (Figures 4.11a, b, c, and d). Overall, ozone concentrations in Milwaukee show less of a correlation with percent difference than in Chicago. The largest correlation occurs with the Zero-LC run, with an R\textsuperscript{2} value of 0.04. There are a few outliers of large percent decreases for each scenario, which occur around median values of ozone concentrations. There is no overall correlation between extrema in ozone concentrations and deviations between each scenario and the BC.

\textit{Particulate Matter Discussion}

Particulate matter concentrations between each scenario and the AQS observations will be discussed first, followed by the percent and absolute differences in PM\textsubscript{2.5} for the domain, and for Milwaukee and Chicago. Average PM\textsubscript{2.5} concentrations, in the AQS data, are largest in the Ohio River Valley, with maxima greater than 18 μg/m\textsuperscript{3} (Figure 4.12a). The upper half of the domain experiences the lowest concentrations, with minima around 2 μg/m\textsuperscript{3}. Comparing this with model data, the base case simulation shows maxima in similar areas, with elevated concentrations in larger cities like, Milwaukee and Chicago (Figure 4.12b). Maxima are again, larger than 18 μg/m\textsuperscript{3} across the areas already specified. Minima are located in the upper quarter and far western portions of the domain, with values ranging from 0-6 μg/m\textsuperscript{3}. To analyze how the base case compares to other scenarios, PM\textsubscript{2.5} concentrations have also been utilized for all four scenarios.

The first scenario analyzed will be the Zero-LC (Figure 4.12c). This run shows the
largest reductions around Lake Michigan than any other scenario. The concentrations decrease from about 18 μg/m$^3$ to about 6 μg/m$^3$ in the Milwaukee and Chicago areas. Reductions are observed over the entire lake, the bordering counties, and into western Michigan. There are also noticeable slight reductions across a large portion of WI, IL, IN, OH, and MI, but changes are only around 2 μg/m$^3$. The scenario that results in the second largest amount of change is the 50%-LC (Figure 4.12d). This scenario results in a 2 μg/m$^3$ reduction over Lake Michigan, and about a 6 μg/m$^3$ reduction around Milwaukee and Chicago. Along with Chicago and Milwaukee, the next largest decrease is located in the western half of Michigan, ranging from 2 to 4 μg/m$^3$. Both scenarios that reduced motor vehicle emissions reduced PM$_{2.5}$ concentrations the least, with the MV-LC resulting in the least impact. The MC-LC results in slight reductions around Milwaukee and Chicago, along with portions of western Michigan, but they are difficult to visibly quantify (Figure 4.12e). The MV-All scenario results in the largest spatial changes (Figure 4.12f). Reductions from this scenario are most notably seen in the Ohio River Valley, with values decreasing by about 4 μg/m$^3$. Milwaukee and Chicago show slight decreases, but aren’t as noticeable as in the Zero-LC and 50%-LC. The areas of lowest concentrations do not show much, if any change from the BC. To further analyze and understand these differences, percent and absolute differences in PM$_{2.5}$ concentrations will be discussed next.

I will again analyze the percent and absolute differences between each scenario and the base case, but this time for PM$_{2.5}$. The first focus will be on the Zero-LC scenario. The largest percent difference, of over a 50% decrease, occurs along the entire west side of Lake Michigan, and a smaller area near Grand Rapids, MI (Figure 4.13a). A percent decrease of 40-50% occurs over the lake, and branches out slightly onshore in eastern WI and western
The percent difference decreases farther out from the lake, where there is an average domain-wide decrease of about 1-4%. The maximum percent difference equates to about a 12 μg/m³ decrease (Figure 4.13b). This maximum decrease occurs mainly in the Chicago and Milwaukee areas. The next area of largest decrease occurs in the Grand Rapids, MI area, with a maximum about 8 μg/m³. A 1-2 μg/m³ decrease is mainly located in the states that directly border Lake Michigan.

The 50%-LC scenario vs. the BC produced maximum percent differences of about a 30% decrease in the Milwaukee and Chicago areas (Figure 4.14a). Changes over Lake Michigan, on average are about a 25% decrease. The majority of the upper half of the domain experiences a percent decrease of 1 to 5%. The lower third of the domain does not change more than 1% from the BC. The absolute difference shows a maximum decreases of about 10 μg/m³ in Milwaukee and Chicago (Figure 4.14b). There is an average difference of about 3 μg/m³ over Lake Michigan, and in portions over land that directly borders the lake. The rest of the domain does not change more than 1 μg/m³ for this scenario.

The MV-LC scenario shows even less of a change than the Zero-LC scenario. The percent difference for this scenario shows a maximum of about a 20% decrease in a small area on the northwest side of Chicago (Figure 4.15a). There is a percent difference of a 1-5% decrease in IL, WI, OH, MI, and IN. The PM$_{2.5}$ across the rest of the domain does not change more than 1% from the BC. The maximum absolute differences occur in the Milwaukee and Chicago areas (Figure 4.15b). In Chicago, the maximum decrease is about 8 μg/m³ and the Milwaukee maximum is about 3 μg/m³. The remainder of the domain does not experience more than a 1 μg/m³ change from the BC.

The final scenario is the domain-wide reduction in motor vehicle emissions. This,
like expected, produced the largest domain-wide decreases in PM$_{2.5}$ concentrations (Figure 4.16a). The average percent difference across the domain is about 7%, with maxima of about a 20-30% decrease in urban centers like Detroit, Chicago, Milwaukee, St. Louis, and Minneapolis. This equates an absolute difference of about 2 $\mu g/m^3$ in those urban areas (Figure 4.16b). The city that experiences the largest decreases is Chicago, with a maximum absolute difference of 9 $\mu g/m^3$. Other than in and around these urban centers, absolute changes larger that 1 $\mu g/m^3$ are very patchy across the central portion of the domain.

Since the largest changes PM$_{2.5}$ in are mainly seen again in Chicago and Milwaukee, data has been pulled for those two locations. I will first discuss a time series of PM$_{2.5}$, and then go into differences between each scenario for Chicago (Figure 4.17). The time series for PM$_{2.5}$ in Chicago includes data from all five CMAQ runs, the AQS data values, and the NAAQS standard of 12 $\mu g/m^3$. The AQS data is not continuous, so there are only a few measurements throughout the month. For most of the time series, each scenario except for the Zero-LC exceeds the NAAQS standard. The Zero-LC only exceeds the standard on three occasions as compared to the other scenarios that exceed the standard about eighteen days. There are ten days of AQS measurements for Chicago, and four out of the ten days produce exceedances of the standard. For the days of measurements that are available, the observations and model data match fairly well. Two days of particularly high concentrations occur on the 5th and 24th. Analyzing animations for these two days, show a build up of PM over the lake, with an accompanying change in wind direction later in the day to be out of the east. There is less of a build up of PM over the lake for the Zero-LC scenario of about an average of 2 $\mu g/m^3$. Further analysis of each scenario will be examined next in percent and absolute difference plots for Chicago.
Both absolute and percent differences for PM$_{2.5}$ are negative throughout the month of July 2007. The Zero-LC produced the largest deviations from the BC, with maximum percent decreases of over 90% occurring on four separate occasions (Figure 4.18a). There is no instance of the percent difference to be any less than 50% for this scenario, and the average change is about a 70% decrease. The second scenario that produces the largest percent change is the 50%-LC scenario. This scenario shows maximum decreases around 40%. The two scenarios that decreased motor vehicle emissions resulted in the least amount of change, with percent differences less than 10% for the month. This indicates that motor vehicle emissions do not have as much of an impact on PM concentration than other emissions sources. The absolute differences in Chicago show more of a variation through the month (Figure 4.18b). Peaks in the Zero-LC scenario reach over 35 $\mu$g/m$^3$ on about five days out of the month, but the average decrease for this scenario is 17 $\mu$g/m$^3$. The 50%-LC scenario results in maximum decreases around 20 $\mu$g/m$^3$, and average changes of 8 $\mu$g/m$^3$. Peaks in the two motor vehicle reduction scenarios are no greater than 5 $\mu$g/m$^3$. Overall, the 50%-LC and Zero-LC produce the largest changes in PM2.5 concentrations in Chicago. To further analyze how these changes are related to extrema in PM$_{2.5}$ concentrations, scatter plots are utilized next.

The largest correlations between percent change and PM$_{2.5}$ concentrations occur in both motor vehicle reduction scenarios (Figures 4.19c and d). The MV-LC scenario shows and $R^2$ value of 0.65 between the percent change and concentrations, and the MV-All scenario has and $R^2$ value of 0.56. This indicates that the larger the concentration of PM, the higher the percent difference between each scenario and the BC. The Zero-LC and 50%-LC scenarios do not show as much of a correlation, with $R^2$ values of 0.16 and 0.11 respectively.
(Figures 4.19a and b). The Zero-LC scenario results in a slight negative trend between the two datasets, with days of higher concentrations resulting in the lower percent changes. The 50%-LC results in a slightly positive trend, the larger the concentration, the higher the percent difference. The correlations for these two scenarios are small, but indicate opposite trend between decreasing lakeshore emissions by 50 or 100%. Overall, reducing motor vehicle emissions results in the least amount of change in PM$_{2.5}$ concentrations in Chicago, but shows the highest probability of reducing PM concentrations when they are highest. This same analysis is also done for Milwaukee, and will be discussed next.

Concentrations of PM$_{2.5}$ in Milwaukee can be seen in the time series in figure 4.20. Concentrations of PM$_{2.5}$ for all the scenarios, AQS data, and the NAAQS standard are all displayed in this figure. Concentrations in Milwaukee also show many exceedances for PM$_{2.5}$ throughout the time series. There are 22 days of exceedances for the BC, and two motor vehicle scenarios; there are 3 less exceedances for the 50%-LC scenario, and only 3 exceedances in the Zero-LC scenario. Overall, trends in the AQS observations match well with the model data, and show exceedances 6 out of the 11 days of measurements. Results from these scenarios indicate that reductions in emissions all emissions along the lakeshore greatly reduce PM$_{2.5}$ NAAQS exceedances. Further analysis of the differences between scenarios will be discussed next.

Similarly to Chicago, the largest percent differences occur in the Zero-LC and 50%-LC scenarios (Figure 4.21a). The largest differences occur in the Zero-LC, with maximum decreases around 90%, and an average decrease of 74%. The 50%-LC scenario results in an average decrease of about 37%. The two scenarios that reduce motor vehicle emissions do not change more than 10%. The maximum absolute difference occurs in the Zero-LC
scenario, with values as high as 37 μg/m³ (Figure 4.21b). The average absolute difference for this scenario is 18 μg/m³, and the scenario with the second largest amount of change, the 50%-LC, averages a 9 μg/m³ decrease. Both the MV-LC and MV-All do not decrease more than 5 μg/m³ in Milwaukee. The relationship between concentrations and percent change are also investigated for Milwaukee, and will be discussed next.

Analysis of the percent decreases vs. PM$_{2.5}$ concentrations, shows that the largest positive correlation between extrema in PM$_{2.5}$ concentration and percent change occur in the MV-LC and MV-All scenarios (Figures 4.22c and d). Both of these two scenarios show that the larger the concentrations in PM, the larger the concentrations decreased. This percent change is small; with values no greater than a 10% decrease. The $R^2$ values are 0.46 for the MV-LC run, and 0.62 for the MV-All run. The Zero-LC scenario shows the next largest correlation, with an $R^2$ value of 0.26 (Figure 4.22a). This is a negative correlation, which indicates that the larger the concentration, the lower the decrease will be. The 50%-LC scenario shows almost no correlation between the two data sets (Figure 4.22b). Altogether, the reductions in motor vehicle scenarios produce the least change, but the largest correlation between percent decrease and concentration extrema.
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**Maximum 8-Hour Ozone for July 2007**
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Figure 4.1: Maximum 8-hr average ozone for a) (top left) AQS observations, b) (top right) base case, c) (middle left) zero emissions from lake county scenario, d) (middle right) lake county emissions reduced.
50%, e) (bottom left) lake county motor vehicle emissions reduced 50%, and f) (bottom right) domain-wide reduction in motor vehicle emissions.

Figure 4.2a: Percent difference of ozone concentrations between the case of zero emissions from Lake Michigan counties and the base case
Figure 4.2b: Absolute difference of ozone concentrations between the case of zero emissions from Lake Michigan counties and the base case.

Figure 4.3a: Percent difference of 8-hr maximum ozone between the lake county emissions reduced 50% and the base case.
Figure 4.3b: Absolute difference of 8-hr maximum ozone between the lake county emissions reduced 50% and the base case.

Figure 4.4a: Percent difference of 8-hr maximum ozone between the lake county motor vehicle emissions reduced 50% and the base case.
Figure 4.4b: Absolute difference of 8-hr maximum ozone between the lake county motor vehicle emissions reduced 50% and the base case.

Figure 4.5a: Percent difference of 8-hr maximum ozone between the domain-wide motor vehicle emissions reduced 50% and the base case.
Figure 4.5b: Absolute difference of 8-hr maximum ozone between the domain-wide motor vehicle emissions reduced 50% and the base case.
Figure 4.6: Time series of max 8-hr ozone in Chicago, IL for all scenarios, AQS observations, and the NAAQS standard of 75ppb during July 2007.
Figure 4.7a: Percent difference in max 8-hr ozone in Chicago, IL for all scenarios vs. the base case.
Figure 4.7b: Absolute difference in max 8-hr ozone in Chicago, IL for all scenarios vs. the base case.
Figure 4.8: Scatter plots of max 8-hr ozone concentrations vs. the percent difference in Chicago for a) (top left) zero emissions from lake counties, b) (top right) lake county emissions reduced 50%, c) (bottom left) lake county motor vehicle emissions reduced 50%, and d) (bottom right) domain-wide reduction in motor vehicle emissions vs. the base case.
8-Hour Maximum Average Ozone for Milwaukee, WI during July 2007

Figure 4.9: Time serried of max 8-hr ozone in Milwaukee, WI for all scenarios, the AQS observations, and the NAAQS ozone standard of 75ppb.
Figure 4.10a: Percent difference of max 8-hr ozone in Milwaukee, WI for all scenarios vs. the base case.
Figure 4.10b: Absolute difference of max 8-hr ozone in Milwaukee, WI for all scenarios vs. the base case.
Figure 4.11: Scatter plots of max 8-hr ozone concentrations vs. percent difference of ozone in Milwaukee for a) (top left) zero emissions from lake counties, b) (top right) lake county emissions reduced 50%, c) (bottom left) lake county motor vehicle emissions reduced 50%, and d) (bottom right) domain-wide reduction in motor vehicle emissions by 50% vs. the base case.
Average PM$_{2.5}$ for July 2007

Figure 4.12: Average PM$_{2.5}$ concentrations for a) (top left) AQS observations, b) (top right) base case, c) (middle left) zero emissions from lake county scenario, d) (middle right) lake county emissions reduced 50%, e) (bottom left) lake county motor vehicle emissions reduced 50%, and f) (bottom right) domain-wide reduction in motor vehicle emissions.
Figure 4.13a: Percent difference in PM$_{2.5}$ concentrations for the zero emissions from lake counties scenario vs. the base case.

Figure 4.13b: Absolute difference in PM$_{2.5}$ concentrations for the zero emissions from lake counties scenario vs. the base case.
Figure 4.14a: Percent difference in PM$_{2.5}$ concentrations for the lake county emissions reduced 50% scenario vs. the base case.

Figure 4.14b: Absolute difference in PM$_{2.5}$ concentrations for the lake county emissions reduced 50% scenario vs. the base case.
Figure 4.15a: Percent difference in PM$_{2.5}$ concentrations for the lake county motor vehicle emissions reduced 50% scenario vs. the base case.

Figure 4.15b: Absolute difference in PM$_{2.5}$ concentrations for the lake county motor vehicle emissions reduced 50% scenario vs. the base case.
Figure 4.16a: Percent difference in PM$_{2.5}$ concentrations for the domain-wide reduction in motor vehicle emissions by 50% scenario vs. the base case.

Figure 4.16b: Absolute difference in PM$_{2.5}$ concentrations for the domain-wide reduction in motor vehicle emissions by 50% scenario vs. the base case.
Figure 4.17: Time series of PM$_{2.5}$ concentrations in Chicago, IL for all scenarios, AQS observations, and the NAAQS standard of 75ppb during July 2007.
Figure 4.18a: Percent difference in PM$_{2.5}$ concentrations in Chicago, IL for all scenarios vs. the base case.

Figure 4.18b: Absolute difference in PM$_{2.5}$ concentrations in Chicago, IL for all scenarios vs. the base case.
Figure 4.19: Scatter plots of PM$_{2.5}$ concentrations vs. the percent difference in Chicago for a) (top left) zero emissions from lake counties, b) (top right) lake county emissions reduced 50%, c) (bottom left) lake county motor vehicle emissions reduced 50%, and d) (bottom right) domain-wide reduction in motor vehicle emissions vs. the base case.
Figure 4.20: Time series of PM$_{2.5}$ concentrations in Milwaukee, WI for all scenarios, the AQS observations, and the NAAQS ozone standard of 75 ppb.

Figure 4.21a: Percent difference in PM$_{2.5}$ concentrations in Milwaukee for all scenarios vs. the base case.
Figure 4.21b: Absolute difference in PM$_{2.5}$ concentrations in Milwaukee for all scenarios vs. the base case.
Figure 4.22: Scatter plots of PM$_{2.5}$ concentrations vs. the percent difference in Milwaukee for a) (top left) zero emissions from lake counties, b) (top right) lake county emissions reduced 50%, c) (bottom left) lake county motor vehicle emissions reduced 50%, and d) (bottom right) domain-wide reduction in motor vehicle emissions vs. the base case.
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Chapter 5: Summary and Conclusions

The two sensitivity studies conducted in this work show the connection between altered emissions and air quality through the use of an air quality model. The Community Multi-scale Air Quality (CMAQ) model was used as a tool to understand the effect of 1) the addition of lightning emissions to the existing emissions inventory, and 2) reducing county and domain-wide emissions to understand how each scenario reduces air pollution. Concentrations of ozone and PM$_{2.5}$ were analyzed in both studies, with an additional investigation into SO$_2$, VOC, and NO$_x$ in the lightning study. Model data was compared against data from the Air Quality Systems (AQS) database, the Clean Air Status and Trends Network (CASTNet), and OMI NO$_2$ data in the lightning study. Understanding how air quality changes with alterations in emissions is imperative for advancing our knowledge of these policy and health relevant air pollutants.

Impacts of lightning emissions inventory

The goal of this work was to develop a lightning emissions inventory in order to build a comprehensive inventory, and to see how much lightning contributed NO$_x$ concentrations. Overall, NO$_x$ emissions increase the most in southeastern U.S. when adding lightning emissions, as this is where convective activity is the most prevalent. When comparing both CMAQ runs against the observational data from OMI, the lightning run shows improved correlation with OMI. Overall agreement is determined by multiple sectors and model processes. The goal of this work was to improve CMAQ performance by adding lightning emission, and that goal was met, with improved correlations with the observations. Because lightning has little impact at the surface in urban areas, the CMAQ/AQS comparison shows
no change in correlation. However, the CMAQ/OMI comparison shows a better correlation with the lightning run because OMI reflects total column NO\textsubscript{2} in both rural and urban locations.

The relationship between ozone and NO\textsubscript{x} is further emphasized in this work, as ozone concentrations increased by as much as 5 ppb in areas of increased NO\textsubscript{x} from the added lightning emissions. Ozone varied most in the lower southeast portions of the U.S. where VOC concentrations are the largest. The southeast portion of the U.S. is NO\textsubscript{x} limited, so the addition of lightning has the potential to largely increase ozone concentrations, allowing for this portion of the country to be largely sensitive to changes in the amount of NO\textsubscript{x} added by lightning emissions [Biazar and McNider, 1995]. Further comparison of ozone with CASTNet observation sites shows that CMAQ chemistry in urban areas may be more accurate as opposed to chemical processes in rural areas.

Because NO affects atmospheric chemistry, other species, namely SO\textsubscript{2}, PM\textsubscript{2.5}, and VOCs are also impacted by changes in lightning NO\textsubscript{x} emissions. The largest changes are seen in the VOC concentrations, which is at most, was a 0.75 ppb decrease. This slight decrease in VOCs would cause ozone to decrease. In summary, the addition of lightning emissions caused a 10% increase in NO\textsubscript{x} concentrations. These emissions caused a maximum increase of 5ppb for ozone, and a 0.75ppb decrease in VOC’s. Lightning emissions minimally impacted SO\textsubscript{2} and PM\textsubscript{2.5} concentrations.

**Effects of altered emissions scenarios on pollution levels**

Reductions in emissions around Lake Michigan resulted in significant changes in ozone and PM\textsubscript{2.5} concentrations above and around the lake. The scenario that resulted in the largest changes in both pollutants was the Zero-LC scenario. This scenario reduced NAAQS
exceedances of 8-hour maximum ozone in Milwaukee, and PM$_{2.5}$ exceedances for both Chicago and Milwaukee during the one-month simulation period. About 70% of exceedances in both Milwaukee and Chicago for the PM$_{2.5}$ standard are avoided in the Zero-LC scenario and about 50% of the exceedances for the ozone standard are avoided in Milwaukee. None of these scenarios drastically reduced ozone concentrations in Chicago.

The lake-breeze effect proved to be the governing factor for many of the instances where PM$_{2.5}$ and ozone concentrations were the largest. Animations during these occurrences showed a build up of pollutants over Lake Michigan that was then advected from over the lake to over land later in the day. The alteration of emissions in these scenarios resulted in an overall decrease in pollution levels that build up over the lake. Ozone concentrations did increase on several occasions in both Milwaukee and Chicago, and this was attributed to changes in nighttime destruction of ozone. In the scenarios that altered emissions directly around the lake, ozone did not decrease as much at night as in the BC. This could be due to these scenarios also reducing the pollutants that break down ozone through the nighttime hours.

Reductions in motor vehicle emissions resulted in the least amount of change in both ozone and PM$_{2.5}$ concentrations. PM$_{2.5}$ changed less than 10% for these scenarios in both Milwaukee and Chicago. Ozone changed by a maximum of about 30% in Milwaukee and 10% in Chicago. The 50%-LC scenario resulted in the largest increase in ozone in Milwaukee and Chicago, only reached maximum absolute differences of about 1 ppb. Neither of these runs reduced or increased the number of exceedances of the air quality standards. The 50%-LC resulted in the second largest amount of change in Chicago and Milwaukee, and reduced exceedances in PM$_{2.5}$, but not ozone.
This work shows that reducing emissions near Lake Michigan has the potential to impact pollution levels in the counties most affected by above-lake ozone formation. In analyzing data from Chicago and Milwaukee, multiple violations to the air quality standards occurred. When reducing lake-county emissions, many of these exceedances were avoided, more so for the scenarios that reduced all emissions around the lake. Moving forward, the combined analysis of ground-based measurements, satellite data, and air quality models hold great potential for the science and regulation of air quality. Future work will expand on lightning estimates presented here, and refine source-receptor analysis relevant to near-lake air quality management.