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ABSTRACT

Climatic changes in the tropical Atlantic over the past few decades are
speculated to be due to a number of causes including natural changes, African dust
forcing, and anthropogenic causes. Recent research has shown that the dominant
mode of ocean / atmosphere variability in the Atlantic, the Atlantic Meridional Mode
(AMM), is excited by variability in African dust outbreaks on interannual to decadal
timescales. These findings conclude that the state of the tropical Atlantic Ocean is
directly related to dust emissions over West Africa, which in turn are linked to
precipitation and land-use change. While these findings are suggestive, it is known
that a coupled dynamical feedback affects AMM evolution, and hence it is worth
exploring the direct and coupled climatic response of the tropical Atlantic to dust
forcing in a fully coupled model.

A set of ensemble model experiments was performed using the National
Center for Atmospheric Research (NCAR) Community Earth System Model (CESM)
to investigate the tropical Atlantic coupled response to African dust emissions. Each
ensemble begins in April and was run for 12 months to capture the seasonality of a
boreal summertime dust event. A heat flux anomaly associated with a typical dust
outbreak was used to force the set of model simulations from May through

November. After November, the applied dust forcing is shut off and the coupled
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model evolves on its own. The coupled dynamical response to the imposed forcing
is investigated.

The model experiments find that dust forcing can generate a significant
response in the tropical Atlantic. The response to enhanced dust loading includes
cooler sea surface temperatures in the northern tropical Atlantic, changes in the
surface wind field, and a southward shift in the intertropical convergence zone
(ITCZ), especially during the boreal winter following the dust outbreak. Analysis of
the response suggests that the coupled ocean / atmosphere system plays an
important role in prolonging the anomalous SST structure, and hence in generating

the tropical rainfall anomalies.
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1. INTRODUCTION

a. Background

Over the last few decades, a topic of interest has been the warming of the
tropical North Atlantic sea surface temperatures and a decrease in the amount of
African dust emission off of the Sahara desert. Several scientists have and are
investigating the relationship between African dust and its impacts on the ocean,
land, and atmosphere. This study focuses on the impacts of African dust on the
tropical north Atlantic sea surface temperatures (SST). Dust not only has significant
weather and climate implications, but also it also affects the micronutrients of
phytoplankton in the ocean thus affecting the ocean carbon cycle and atmospheric
COz (Prospero and Lamb 2003). Also, during very intense dust outbreaks, the
concentration of respirable dust over the Caribbean probably exceeds the U.S.
Environmental Protection Agency’s 24-hour standard potentially causing health
concerns (Prospero and Lamb 2003).

First, it is important to understand the background of African dust impacts.
Dust can affect climate in two ways. It has a direct impact by scattering and
absorbing solar radiation and also indirectly through its impact on cloud processes
(Prospero 2011). In Africa, dust blows from the Sahara and Sahel regions westward
across the tropical North Atlantic (see Figure 1). The maximum dust concentrations
are typically found between the altitudes of 1.5 km and 4 km, variable between ~1
km and ~5.5 km, a region called the Saharan air layer (Dunion and Velden 2004;

Prospero and Carlson 1972). Figures 2 and 3 show the locations of the Sahel and



Saharan regions and also the primary source regions of the dust outbreaks. The
dust generation in Africa is determined by soil moisture/rainfall, vegetation
coverage, soil properties (both linked to rainfall), wind speed, and land
use/disturbance (Prospero 2011). Anthropogenic land use via agriculture, land
modification, and land use is difficult to quantify. It was thought the anthropogenic
fraction was 30-60% of the total dust loadings, but most recently is estimated to be
as little as 10% (Tegen and Fung 1995; Mahowald 2003; Tegen 2004). Figure 4
shows the annual dust emission from natural sources and from anthropogenic-
disturbed sources. In addition, over the next century, according to one study, dust
loadings are projected to decrease due to land use, carbon dioxide, and human
induced climate change (Mahowald and Luo 2003).

Dust emissions across the globe change with the seasons, both in their spatial
extent and intensity. Figure 5 is an example of the seasonality of aerosol optical
depth. Note the maximum in aerosol optical depth surrounding the Sahara desert
and also the seasonal maximum during the boreal summer. The present study
focuses on the region just west of the Sahara desert, over the tropical North Atlantic
Ocean (see Figure 6). Itis easy to see the maximum in dust loading just off the west
coast of Africa and the distinct spatial distribution of this dust.

Dust plays a direct role in the sea surface temperature (SST) via increasing or
decreasing the radiative heat flux (Foltz and McPhaden 2008a; Foltz and McPhaden
2008b). Atmospheric particles scatter incoming solar radiation and cause regional

cooling for areas in which they increase the net backscattering (Schollaert and



Merrill 1998). In addition, aerosols have been shown to have a large effect on the
coverage and properties of shallow clouds. In fact, for an increase in the optical
thickness of 0.03 to 0.05, the shallow cloud cover increases by 0.20 to 0.40
(Kaufman et al. 2005).

Figure 7 presents a time series of dust optical thickness in the northern
tropical Atlantic. A decrease in the amount of dust has been occurring since the
1980s. Prior to the 1980s, there had been an increasing trend in the amount of dust,
with a maximum in dust in the 1980s. In addition, it has been shown that dust
concentrations are associated with Sahel rainfall (Foltz and McPhaden 2008b). The
dust maximum in the mid-1980s is related to the drought in the Sahel region in the
early 1980s (Chiapello, Moulin, and Prospero 2005). A large scale correlation
between Atlantic dust export and Sahel drought during the previous year has been
demonstrated, which suggests that dust emissions in the semi-arid Sahel region are
likely controlled by the placement of the vegetated southern boundary of the Sahara
(Moulin 2004). The oceanic warming around Africa may have weakened the land-
ocean temperature contrast and thus, the monsoon, causing deep convection to
migrate over the ocean and engendering widespread drought over land, from the
Atlantic coast of West Africa to the highlands of Ethiopia (Giannini et al. 2003). The
warming trend in North Atlantic SST in the recent decades is associated with a
strengthening cyclonic anomaly at 700 hPa in the eastern Atlantic Ocean between

150-250N, suggesting a northward shift of the African easterly jet, resulting in



weakening easterlies at latitudes between 10°-20°N that reduces dust being blown
from Africa into the tropical Atlantic (Wong et al. 2008).

As mentioned, dust has climate impacts and recently, significant changes
have been occurring in the tropical North Atlantic. These changes in the tropical
Atlantic Ocean are speculated to be due to natural changes, anthropogenic causes,
and African dust forcing. Ocean temperatures in the eastern tropical Atlantic have
been increasing more sharply than have been those in the Caribbean and Western
Atlantic, thought to be due to the decreasing dustiness observed over the recent
years (Holland and Webster 2007). Evan and Mukhopadhyay (2010) estimated the
amount of radiative forcing by dust from satellite derived aerosol optical depth, for
both surface and top of atmosphere (TOA), as shown in Figure 8. Figure 9 is a time
series of surface and TOA forcing by dust from 1955-2008 averaged over the
tropical North Atlantic region. Note a decrease in radiative forcing from the 1950s
to 1980s and an increase after the 1980s, a similar trend as seen in the sea surface
temperature. Figure 10 shows the time evolution of North Atlantic SST, and tropical
North Atlantic SST over the observed record. Note that the increase in dust from the
1950s to 1980s (Figure 7) coincides with a decrease in SST over the tropical and
entire North Atlantic. Similarly, from the 1980s to the 2000s, a decrease in dust
exists while an increase in SST exists. Figure 11 displays linear trends of SST,
rainfall, and aerosol optical depth (AOD). Here, SST and AOD are averaged over the

tropical North Atlantic region, while rainfall is averaged over the Sahel region. Foltz



and McPhaden (2008b) claim that the increase in SST is associated with the
decrease in AOD due to an increase in rainfall over the Sahel region.

It has even been shown that dust coverage and tropical cyclone activity are
strongly inversely correlated over the tropical North Atlantic, but this does not offer
solid evidence that the dust itself is directly controlling tropical cyclone activity. It
is speculated that a relationship exists between Sahel precipitation and North
Atlantic hurricanes (Evan et al. 2006). It was further shown that African dust
outbreaks play a non-negligible role in the evolution of eastern Atlantic Ocean
temperatures and that the radiative influence of African dust must be considered in
predicting changes in tropical cyclone activity (Evan et al. 2008).

To examine the role of dust aerosol forcing on tropical Atlantic SST, Evan et
al. (2009) calculate the response of a simple oceanic mixed layer model to surface
radiative forcing as derived from a satellite-based estimate of dust aerosol optical
depth and a radiative transfer model. They estimated that the mixed layer’s
response to regional variability in dust aerosol forcing accounts for around 69% of
the recent upward trend in northern tropical Atlantic Ocean temperatures. The
model output displayed a spatial pattern of the mixed layer response to aerosol
surface forcing that looks very similar to the distribution of dust, shown in Figure
12, and also cloud cover and ocean mixed layer depth. Further, they diagnosed this
response temporally, as displayed in Figure 13. The right panel shows the observed
SSTs over the tropical North Atlantic, while the left shows the mixed layer

temperature response to dust and stratospheric aerosol forcing. Figure 14, then,



shows the time series of the observed SST minus the aerosol-forced component
from Figure 13. They estimated that about 67% of the detrended low frequency
variability in northern tropical Atlantic temperatures is driven by local variations in
aerosol loadings. Their study, however, does not include analysis of coupled and
dynamical feedbacks to aerosol forcing of tropical ocean temperatures. (Evan et al.
2009)

Evan et al. (2011) performed simulations with an ocean general circulation
model forced with a record of surface radiation from anomalous dust
concentrations in the atmosphere. The dust record, reconstructed from a coral
proxy and satellite retrievals, is shown in Figure 15. The map in Figure 15 shows
the spatial structure of the Atlantic Meridional Mode (AMM) and the structure of the
sensitivity of SST to dust variability. The similarity between the structure of the
AMM and ASST indicates the projection of dust forcing onto the AMM. Further, they
diagnosed the AMM time series into observed and dust-forced components. In
Figure 16, the observed AMM time series and the dust-forced component of the
AMM are compared, and show strong similarity between the observed and dust-
forced AMM indices generated by direct forcing of the AMM by African dust
outbreaks. (Evan etal. 2011)

Lastly, the response of dust forcing was investigated in an idealized coupled
model and output is shown in Figure 17. The idealized dust forcing, shown in
Figurel7a, was applied over months 1-4, after which the forcing is shut off and the

idealized model evolves on its own. Figurel7b-i show the response in monthly



mean SST, boundary layer pressure, and boundary layer winds for model months 1-
8. A clear equatorward and westward evolution of the model response exists and is
strong in the equatorial region. This indicates that there may be a coupled

equatorial response to Atlantic dust outbreaks in nature. (Evan et al. 2011)

b. Motivation

The findings of Evan et al. (2011) motivate further examination of how dust
aerosol radiative forcing can influence tropical Atlantic SSTs. In particular, the bulk
of Evan et al. (2011) investigates the response of an uncoupled ocean model to dust
aerosol radiative forcing. Furthermore, coupled effects are inferred using a very
simple coupled model with very simple parameterizations of surface fluxes and of
the atmospheric response to SST anomalies. The primary question is how will a
more realistic model respond to realistic dust forcing? A long record model
simulation and a series of ensemble sets were performed to investigate this dust
response. A fully coupled model experiment is a useful extension of the work that
has already been done, allowing examination of coupled feedbacks and more
realistic coupled processes.

This manuscript is organized as follows: the model itself as well as the model
setup and the method of dust forcing will be explained in Section 2. Section 3a will
show the results from the primary experiment, with Section 3b explaining the

mechanism behind the response. Section 3c will present the results from sensitivity



studies. Finally, Section 4 will discuss the conclusions, implications, caveats, and

future work of this study.



e
B i
Figure 1. (Taken from MODIS Aqua; NASA 2008) Satellite image of a dust outbreak off the coast of the
western Sahara desert in Africa.
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Figure 2. (Taken from BBC 2012) Map of the Sahel and Saharan desert regions.
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Figure 3. (Taken from Figure 4 of Prospero et al. 2002) Map of TOMS dust source regions across the
Sahara desert of northern Africa.
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Figure 4. (Taken from Plate 2 of Tegen and Fung 1995) Distribution of modeled annual dust
emissions from natural sources (top) and anthropogenic disturbed sources (bottom).
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Figure 5. (Taken from Plate 1 of Husar, Prospero, and Stowe 1997) Radiatively equivalent global
aerosol optical depth for July 1989 to June 1991 derived from National Oceanic and Atmospheric
Administration (NOAA) Advanced Very High Resolution Radiometer (AVHRR) satellites.
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Figure 6. (Taken from Figure 12 of Evan and Mukhopadhyay 2010) Map of the long-term mean dust
optical thickness for the period 1955-2008, based on output from a statistical model that extends
satellite estimates of dust optical thickness back in time.
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Figure 7. (Taken from Figure 13 of Evan and Mukhopadhyay 2010) Time series of mean northern
tropical Atlantic reconstructed dust optical thickness. Gray region represents the range of monthly-
mean values for each year; thick black line is annual-mean. Values averaged over the area 5-20°N

and east of 50°W.
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Figure 8. (Taken from Figure 18 of Evan and Mukhopadhyay 2010) Long-term mean (1955-2008)
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Figure 9. (Taken from Figure 20 of Evan and Mukhopadhyay 2010) Time series of surface (left) and
TOA (right) forcing by dust. Monthly (gray line) and annual mean (black line) time series of dust

surface forcing are for the period 1955-2008 and averaged over the region of 5-20°N and east of
50°W. Monthly mean values are shown without the seasonal cycle. The dashed lines indicate
uncertainties in the annual mean time series associated with errors in dust optical thickness.



14

0.540{n
0.4-{ )
—— u-3-
L 0.2
- 0.1
— 0
Bt
—0.3- — N, At
—0.4- — THA

1860 1890 1920 1950 1980

Figure 10. (Taken from Figure 1 of Foltz and McPhaden 2008b) North Atlantic (0-60°N, 15-75°W;
black line) and tropical North Atlantic (5-25°N, 10-60°W; red line) sea surface temperature indices
during 1854-2006.
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Figure 12. (Taken from Figure 1 of Evan et al. 2009) Map of the mixed layer response to the presence
of dust and volcanic aerosols and time series of aerosol optical depth. Estimations of mixed layer
temperature response to surface radiative forcing by mineral dust and stratospheric volcanic
aerosols are averaged over the 1982-2007 period and have a spatial resolution of 0.5 degrees. The
inset plot is a time series of annual mean monthly dust optical depth (thin line) and stratospheric
aerosol optical depth (thick line), both averaged over the tropical Atlantic (0-30°N, 15-65°W).
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Figure 13. (Taken from Figure 2 of Evan et al. 2009) Time series of mixed layer response to dust and
stratospheric aerosol forcing (A) and observed SST anomalies (B). Both are averaged over the
tropical North Atlantic (0-30°N, 15-65°W) and the dashed line is the annual mean, the thin solid line
is the climatological mean, the dotted line is the linear least-squares trend, and the thick black line is
the annual mean time series with a 1-4-6-4-1 filter. Red and blue regions correspond to periods that
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Figure 14. (Taken from Figure 3 of Evan et al. 2009)Anomaly time series of observed SST minus the
aerosol forced component from previous figure. Description is otherwise the same as for Figure 13.
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Figure 15. (Taken from Figure 1 Evan et al. 2011) The annual time series of dust aerosol optical
depth (DAOD) averaged over the region 10-20°N and 20-50°W (a). Contours of the spatial structure
of the AMM with composite differences of the ASST for the 5 years of highest and lowest DAOD
shaded, representing the structure of the sensitivity of SST to dust variability.
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Figure 16. (Taken from Figure 3 Evan et al. 2011) The annually averaged observed AMM time series
(a), the dust-forced component of the AMM (b) and the 5-year low-pass-filtered observed (blue) and
dust-forced component (red) of the AMM (c).
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Figure 17. (Taken from Figure 2 Evan et al. 2011) The idealized dust forcing (K d-1) used to force a
coupled model during the first four months. (a) The equatorward and westward evolution of the
model response in monthly mean SST (shaded), boundary layer pressure (contours), and boundary
layer winds (vectors) for model months 1-8. (b-i) Positive (negative) SST anomalies are shaded red
(blue) and positive (negative) pressure anomalies have solid (dashed) contours, and the zero line has
been omitted. Units are arbitrary but consistent throughout b-i.
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2. METHODS

a. Community Earth System Model (CESM)

The Community Earth System Model (CESM) is developed at the National
Center for Atmospheric Research (NCAR) and primarily supported by the National
Science Foundation (NSF). It is a state-of-the-art fully coupled, global climate model
for simulating the Earth’s past, present, and future climate states. Five separate
models, including atmosphere (atm), ocean (ocn), land (Ind), land-ice (glc), and sea-
ice (ice), all work simultaneously through a central coupler component (cpl). (See
Figure 18.) The CESM system can be configured a number of different ways and it
supports several different resolutions and component configurations. In addition,
each model component has input options to configure specific model physics and
parameterizations. (Vertenstein etal. 2012)

The component set configuration used in this study is the E_2000 component
set. This component set represents present day conditions, with fully active
dynamical atmosphere, land, and sea-ice components, meaning they are fully
prognostic. The E_2000 component set has a slab ocean model that computes
updated SSTs based on prescribed ocean heat flux convergence, mixed layer depths,
atmosphere/ocean, and ice/ocean fluxes that are obtained from the coupler
(described below). Lastly, this component set has no land-ice model. The
atmosphere and land models have a finite volume grid at approximately 2 degrees
resolution, whereas the ocean and ice models have a displaced pole grid at

approximately 1 degree resolution. (Vertenstein et al. 2012)
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Because this configuration utilizes a fully active atmosphere model with a
slab ocean model, it is important to understand both the atmosphere component
and slab ocean model. The atmosphere model in this case is the Community
Atmosphere Model, version 4 (CAM4) that has 26 vertical levels and contains non-
interactive aerosols. The slab ocean model includes prescribed ocean heat
transport, or Q-fluxes, that are obtained from a preexisting fully coupled simulation.
The following equation is used to calculate the heat content of the oceanic mixed

layer, from with SST is obtained:

AT mix
pcphmixT = Fnet - Qflx (1)

where hpix is the depth of the mixed-layer; Tmix is the mixed-layer temperature; Fpe:
is the net surface heat flux including the atmosphere-to-ocean and ocean-to-ice
surface and basal fluxes, sensible (if any) and latent heat from snow falling into the
ocean, sea ice growing over open ocean, and “runoff”; and Qsx is the implied
horizontal and vertical flux of heat into/out of the local mixed-layer column by
oceanic processes. The mixed-layer depths are allowed to vary geographically and
are fixed (i.e. not time varying). The assumption is that the ocean temperature is

well-mixed and that the SST is the same as Tnix (Bailey et al. 2010; Bitz et al. 2011)

b. Model Setup

Within the CESM framework, many options exist. As mentioned, the

component set used here is the E_2000 component set, which is a present day
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simulation that couples a fully-active atmosphere model, land model, and sea-ice
model with a slab ocean model. After creating a case for a new model run, three
options exist for how the new CESM run will be initialized, including ‘startup’,
‘hybrid’, or ‘branch.” For a startup run, initialization occurs independently by each
component and can include the use of restart files, initial files, external observed
data files, or internal initialization. In this case, the coupler does not need an input
data file because it is initialized internally by the model component set. In a branch
run, each component is initialized using a consistent set of restart files of a previous
model run. The start date for the branch run is defined by the restart date from the
existing run. The new case is able to produce an exact bit-for-bit restart in the same
manner as the existing run if no modifications are made. (Vertenstein et al. 2012).
This study investigates the role of dust forcing in generating tropical Atlantic
variability. As such, we compare two sets of model simulations: a control
simulation with climatological dust forcing, and a set of ensemble simulations in
which dust aerosol radiative forcing associated with a “typical” dust outbreak is
applied at the ocean surface. The startup run was used for the control simulation,
which ran continuous for 50 years (Table 1). We discard the first 10 years of the
control simulation to allow for model spin up. Three ensembles of branch
simulations were used to investigate the response due to dust and to perform
sensitivity experiments. Each of the branch simulations (green lines in Figure 19)
was initialized on April 1 from the existing control simulation (red line in Figure 19)

and was integrated forward for 12 months. Dust aerosol forcing (described below)
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is applied to each member of the branch simulation from May through November,
and then shut off, allowing the model to run in an unforced coupled mode from
December through the following March. Note that the model interpolates boundary
conditions from mid-month values, so forcing linearly ramps up from April 15
through May 15 and linearly ramps down from November 15 through December 15.
The primary set of ensembles (e2000branch) contained 40 branch
simulations (i.e. ensemble members), each with dust forcing as described above.
The branch runs were initialized every April 15t from years 10 through 49 from the
control. Two other sets of ensembles of 20 members each were performed with
half-amplitude forcing (e2000branch.half) and with the polarity of the forcing
reversed (e2000branch.neg). These sets were also initialized every April 1st, but

only from years 10 through 29 from the control.

¢. Dust Forcing

Each ensemble branch simulation was forced with some type of dust forcing.
The primary set of ensembles is designed to represent a boreal summer with
relatively intense dust activity. Boreal summer was chosen as this season
experiences large dust loadings (e.g. Figure 5) and intense radiative forcing in the
northern tropics and subtropics. Each simulation was forced with a representative
strong dust forcing, as shown in Figure 20, crafted by Amato Evan. To generate this
forcing, he used the Advanced Very High Resolution Radiometer (AVHRR)

Pathfinders Atmospheres - Extended (PATMOS-x) satellite-based estimates of dust
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aerosol optical depth (DAOD) from 1982-2010 (Evan and Mukhopadhyay 2010). He
removed the DAOD seasonal cycle and made a June-August (JJA) averaged time
series spanned over the region of 0-30°N and 15-65°W for DAOD. That averaged
time series was used to select the four most and four least dusty years for JJA, which
corresponded to the years with a positive or negative 1-sigma DAOD event. Lastly,
the DAOD fields for the positive years were averaged and likewise for the negative
years, before they were differenced (positive minus negative years). This gave a
monthly dust forcing that was then used in the primary set of ensembles, as shown
in Figure 20. For the sensitivity experiments, the second and third set of ensembles,
half and then the negative of this forcing were used, respectively, to test linearity.
The dust aerosol radiative forcing that was used in the model simulations is
shown in Figure 20. The forcing was applied to the model in the form of a modified
Q-flux, as presented in Equation 1, and represents a reduction in downward
radiation due to a dust outbreak. Figure 20 shows that years with excessive dust
outbreaks are generally associated with a reduction in downward solar radiation at
the surface (radiative forcing is nearly always negative). Negative dust radiative
forcing begins off the west cost of North Africa in May, between around 5°N and
30°N. This forcing remains negative in the northern tropical Atlantic (between 5° -
30°N) through September, with maximum negative forcing occurring during June,
July, and August. By October through November, dust radiative forcing is very weak,

and by December the forcing is set to zero.
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To investigate the response due to this forcing, the difference between the
ensembles and the control were computed. To do so, all of the years of the control
were averaged to generate a 12 month climatology spanning April through the
following May. Similarly, all of the ensemble members for each set were averaged
together to create a 12 month dust forced component. To determine which

differences are statistically significant, t-tests were performed.
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Figure 18. National Center for Atmospheric Research (NCAR) Community Earth System Model
(CESM) five components working simultaneously through a central coupler.

Table 1. Breakdown of model runs performed for this study.

NAME TYPE FORCING LENGTH INITIALIZATION
e2000control Control | None 50 years Arbitrary
Full Dust 40 ensemble | From control;
e2000branch Branch Forcing members Years 10-49
2000branch.half | Branch Half Pust 20 ensemble | From control;
Forcing members Years 10-29
Negative 20 ensemble | From control;
e2000branchneg | Branch Dust Forcing | members Years 10-29
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Figure 19. Visualization of model runs, where the control run (dark red) is a continuous run and
each branch run (green) is initialized at some point of the control run.

March
o o o
& = =
£ £ E
5 B :
153 153 154
~ ~ o
E E 2
b2 Bl Bl
& ] ]
= = =
N o o
2 G =
E E E
& & &
54 & &
p = =
E E 3
-5 3 Bl B}
& g g
= = =
2 G =
B E E
& & &
& & &
~ o~ -1
3 = =
] 2] ]
& g g
= = =
October November

o N o
2 E =
£ £ E
& =} &
153 153 154
~ ~ -1
E El 2
5 | z
= = =

Figure 20. Modified Q-flux used to represent the dust outbreak forcing in the branch simulations.
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3. RESULTS

This section will explore the results from the dust forced model simulation,

the mechanism behind the response, and the sensitivity studies performed.

a. Response to Dust

The response of SST to imposed dust forcing in the e2000branch simulations
is shown in Figure 21. The response begins to show a significant cold anomaly in
June, just off the western coast of Africa, consistent with the dust radiative forcing
during May and June. That cold response soon spreads westward across the tropical
Atlantic between about 5-30°N and bears some resemblance to the AMM SST
structure in the deep tropics. The cold anomalies in the northern tropical Atlantic
persist through November, when the imposed forcing is shut off. From December
through the following March, the cold anomalies in the northern tropical Atlantic
appear to propagate westward and equatorward despite the fact that the forcing has
been shut off. In addition to the cold anomalies that evolve in the northern tropical
Atlantic, a warm anomaly is present in the southern subtropics around 25°S during
November, December, and January. A secondary significant warm anomaly centered
around 5-10°S emerges during January and February that will be discussed further
below.

Figure 22 shows again the sea surface temperature response to dust, but also
includes the difference in low level winds between the control and dust forced

ensemble set. Results are shown for every other month, and wind vectors are
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plotted only where significant at the 80% confidence level according to a bivariate t-
test. During January, an enhancement of the climatological easterlies exists north of
the equator, between 5-15°N, while a slight reduction of the winds is present just
south of the equator, between 0-10°S. As shown earlier, the SST response is most
robust just off the western coast of Africa, with negative SST anomalies centered
around 15°N, in July and September. Toward the end of the simulation, the cold
anomaly propagates toward the equator. A slight dipole structure exists from
January to March, centered at the equator with a cool anomaly north of the equator
and slight warm anomaly south of the equator.

The change in precipitation rate in the dust forcing run is shown in Figure 23.
A strong response in the intertropical convergence zone (ITCZ) is present, beginning
to show up as early as July, but becoming more and more distinct toward the end of
the simulation (i.e. January to March). The ITCZ appears to shift southward in
response to the dust forcing, with a reduction in the precipitation rate just north of
the climatological ITCZ location and an increase in the precipitation rate south of the
climatological ITCZ in the tropical Atlantic. Interestingly, a very strong precipitation
response lasts in the months after the forcing is shut off. In fact, the precipitation
response in the ITCZ region is stronger and more significant January through March
than in earlier months. As the precipitation response propagates westward and
equatorward, it causes an increase in precipitation over the Nordeste region of

Brazil, which is the far northeastern corner of Brazil, and a reduction in
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precipitation across the equatorial region of South America. This response over
land is strongest in January and March, centered around the equator.

The next plot, Figure 24, shows the change in sea level pressure between the
dust forced ensemble set and climatology. Not much of a sea level pressure
response exists due to dust forcing. The only significant response is during May,
July, and January. The May and January response is an intensification of the
subtropical high; while in July there is a large positive sea level pressure anomaly
north of 30°N in the western mid-latitude Atlantic. It is worth noting that in January
a large dipolar sea level pressure anomaly exists in the north Atlantic, centered
around 35°N. The mid-latitude response could be forced by a teleconnection from
the strong tropical precipitation response at that time, or it could be spurious, due
to the fact that the mid-latitudes are particularly energetic during that season. The
mid-latitude response does show up independently in both halves of the branch
simulation.

As mentioned earlier, one of the responses to the imposed dust forcing
includes an enhancement of the climatological easterly winds (an increase in wind
speed) north of the equator and a slight reduction of the climatological easterly
winds (a reduction in wind speed) just south of the equator. The 10 meter wind
speed is shown in Figure 25. Throughout most of the simulation, an increase in the
wind speed occurs just north of the equator, with a negative wind speed anomaly
near the equator. The response is most apparent during January, where a dipole

structure is center around the equator off the eastern coast of South America. The
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changes in wind speeds play a very important role in the propagation of the
temperature response, which will be discussed further in Section 3b.

In this simulation, the evolution of SST is affected by the direct dust radiative
forcing (Figure 20), and the resulting surface heat flux, which is composed of the
latent, sensible, net shortwave, and net longwave heat fluxes (the sign convention is
such that upward heat flux anomalies are positive). The sensible and net longwave
heat fluxes are negligible (not shown). The latent heat flux response is shown in
Figure 26. The first major feature to note is the negative anomaly off the western
coast of Africa, around 15°N, in the same region where SST shows a large cold
response. The negative heat flux anomaly indicates a decrease in evaporation, and a
damping of the SST anomaly. This reduction in evaporation in July through
September just off the western coast of Africa occurs where the dust forcing
response is the greatest and also where the location of the strongest cold anomaly in
sea surface temperature exists. The second feature to note is the dipole of latent
heat flux on either side of the equator, present through most of the simulation. An
increase in the latent heat flux (i.e. increase in evaporation) is present just north of
the equator early on in the simulation, while a decrease in latent heat flux is present
near the equator. This dipolar latent heat flux shows up occasionally, but is most
robust in January. The latent heat flux response will also be discussed further in
section 3b.

The net solar heat flux is shown next in Figure 27. Throughout the first half

of the simulation, a slight reduction in the net solar heat flux exists across the
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tropics. Toward the end of the simulation, a distinct increase in the solar heat flux is
shown just south of the equator, extending over the Nordeste region of Brazil, with a
slight decrease in the solar heat flux just to the north near the equatorial region.
Overall, the solar heat flux response is much more noisy than the latent heat flux
(which is already somewhat noisy), but does appear to follow the precipitation
variations in the tropical regions.

Figure 28 shows the net surface heat flux, calculated as the sum of the
shortwave, longwave, latent and sensible heat fluxes. A significant reduction in the
net surface heat flux is occurs July through September off the coast of the Sahara,
where the forcing is primarily located. This reduction is primarily due to a decrease
in evaporation, as shown in the latent heat flux maps in Figure 26. In November, a
positive anomaly in the net surface heat flux shows up in the north central
equatorial region, around 30°W. That positive net heat flux response propagates
westward and southward throughout the next months, and is particularly evident

during January off the east coast of Brazil.

b. Mechanism

As presented in the previous section, the response due to the dust forcing is
located in the region of where the forcing was applied, but also extends outside the
spatial region of forcing. In addition, it continues its propagation through the boreal
winter months, beyond the time when the forcing is shut off. This section will

investigate the process driving this response.



34

The bulk formula for latent heat flux can be written as (Vimont 2010):

LH = LyCepaltil (qsae (Te) = RH - qsac(Tarer) ) (2)
The two components of the latent heat flux that we will be investigating in this study
include changes in the vertical moisture gradient, q,,;, and changes in wind speed,
|u|. Typically, when the water surface temperatures are cold, it is expected that
there is less evaporation (i.e. less upward latent heat flux) due to a reduction in the
vertical moisture gradient near the surface. Due to the exponential nature of the
Clausius-Clayperon relationship and the fact that near-surface air temperature is
typically less than surface temperature, a reduction in temperature reduces the
vertical moisture gradient, which reduces evaporation. Looking back at Figure 22, a
cold anomaly exists due to dust off the western coast of Africa, centered at around
15-20°N. Areduction in the latent heat flux also is present in the same region.

We have monthly estimates of |u| and of the latent heat flux. On monthly
time scales, the sub-monthly covariance between |u| and the vertical moisture
gradient will affect the sensitivity of the latent heat flux to variations in wind speed.
However, as shown by Smirnov and Vimont (2011) these variations can largely be
ignored. As such, we approximate the wind speed contribution to the latent heat
flux anomaly as:

ALH = THFLX - 5L (3)
where |u| and LHFLX are the climatological wind and latent heat flux from the

control simulation, and A|u| is the difference between the dust-forced simulation

and the control simulation.
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It has been shown that the AMM is characterized by a SST gradient that
includes winds that blow towards warmer water and veer to the right in the
northern hemisphere and to the left in the southern hemisphere (Chiang and
Vimont 2004). This leads to a relaxation of winds over warm water and an
intensification of winds over cold water, resulting in a positive feedback on the
original SST gradient through change of evaporation (i.e. latent heat flux). This
feedback is referred to as the wind, evaporation, SST, or WES feedback (Chang et al.
1997). We examine the contribution of the WES feedback to the evolution of SST in
the dust forced simulation by investigating the wind speed contribution to the latent
heat flux.

As described, the latent heat flux was decomposed by looking at the wind
speed contribution to latent heat flux. First, Figure 29 shows the fractional change
in wind speed. A relaxation in the wind speeds shows up early on in the model
simulation. Remembering that the forcing was applied beginning in April and
increased in intensity throughout June, July, and August, before weakening through
September, October, and November, a coupling between an enhancement and
relaxation of the westerlies shows up in July. That dipole structure, located along
the equator, becomes more and more pronounced throughout the entire simulation.

Figure 30 shows the contribution of wind speed to the latent heat flux. Warm
colors in Figure 30 indicate a strong contribution of wind speed to latent heat flux
anomalies. Comparing to Figures 25 and 26, the 10 m wind speed and the latent

heat flux, regions of intensified wind speeds correspond to regions of increased
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evaporation. The reverse is true of the cool colors, where those correspond to
regions of relaxed wind speeds and reduced evaporation. Itis interesting to note
that this dipole structure in Figure 30 extends into the months after the forcing is
removed. In fact, the wind speed contribution to latent heat flux is greatest in
January and March, at the end of the simulation. In addition, other coupled features
in this figure show up in the subtropics, outside of the spatial region of the forcing.
These features require further investigation. The most interesting feature, however,
is the coupled response tightly confined to the equator, that propagates westward
and equatorward throughout the simulation. Typically, it is expected to find a
reduction in latent heat flux over regions of cold water and over warm water, to
have increased latent heat flux. In this case, that is not the case, and an
intensification of the winds leading to an increase in evaporation is collocated with
the cold anomaly, while a relaxation of the winds leading to a reduction in
evaporation is collocated with the warm anomaly. Therefore, the winds in those
regions play an important role in this response and in the propagation of the SST

response due to dust.

c. Sensitivity Experiments

In order to ensure the validity of the results and check for linearity, two
additional ensemble sets of model runs were performed. The first contained half
the amplitude of the original dust forcing, while the second contained the opposite

amplitude of the original forcing. Each set had 20 ensembles members, instead of
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40 members like the original ensemble set. Each simulation was 12 months long,
beginning in April 1styears 10 through 29, as stated in Table A. The same control
simulation was used in creating a 12 month climatology, but only the corresponding
20 years were used in creating the control record. In the same way as the original
ensemble set, the difference between the ensembles and the control were computed
and t-tests were performed to determine which differences are statistically

significant.

i. Half dust forcing

When forcing the model with only half the amplitude of the dust forcing in
comparison to the full dust forcing used originally, little change was found in the
response. Figures 31, 32, and 33 are difference plots when the half dust forcing was
used. Figure 31 shows the SST and wind response from this experiment. The scale
is the same as Figure 21, which shows the SST response to the original dust forcing.
Note a similar cold anomaly is present in June and intensifies through July, August,
and September off the coast of western Africa. As time continues, it propagates
westward and equatorward, very similar to the original response. Figure 32
presents the precipitation rate response from the half dust forcing. A very similar
coupled ITCZ structure shows up here, beginning to develop early on in the
response in the tropics. Similar to the SST response, it propagates westward and
equatorward with time. This dipole structure of reduction and intensification of
precipitation rate extends beyond the forcing being shut off and over a large portion

of South America. In comparison with Figure 23, which shows the precipitation rate
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response to the original dust forcing, the southward shift of the ITCZ is consistent,
with an increase of precipitation over the Nordeste region of Brazil. The latent heat
flux response to this half dust forcing is a very large response and even more robust
than the response to the original forcing. Throughout the entire simulation, wind
speeds are playing a large role in the propagation of the SST anomalies. The WES
feedback appears to be driving the response in this experiment as well; with
reduction in wind speeds and reduced evaporation collocated with warm SST
anomalies while intensification in wind speeds and increased evaporation is

collocated with cold anomalies.

ii. Opposite dust forcing

In addition to forcing the model with half the amplitude of forcing, a second
set of sensitivity studies was performed, where the opposite sign of the original
forcing was applied to check for linearity. Changing the sign did not produce a
linear response. Figures 34, 35, and 36 show the difference plots when the opposite
forcing was used. The response is far less consistent with the original forcing than
the half forcing result. In the first half of the simulation, a distinct warming occurs
just off the western coast of the Sahara, in the same region as the cold anomaly was
located during the original simulation. During the latter half of the simulation, there
are scattered warm anomalies both in the northern and southern subtropics.
Especially in the second half of the simulation, the equatorial region remains
unchanged with respect to the control simulation. The precipitation response is

quite irregular, but is in fact, showing some of the same features as the original
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forcing result, including a very slight southward ITCZ shift during the last couple
months of the simulation. Especially during the first half of the response, the
precipitation response is mainly confined to the northern equatorial region. Lastly,
no distinct intensification or reduction of the winds in the equatorial region exists.
There are, however, wind speed changes in the subtropics extending toward the
midlatitudes. The increases in wind speeds are collocated with latent heat flux
amplifications, while the areas of weakening wind speeds are located over regions
of latent heat flux reduction. This corresponding relationship shows that the winds
are playing a substantial role in this response, as in the original and half forcing

simulations.
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Figure 21. Sea surface temperature (°C) difference due to dust forcing. Black line indicates where
response is statistically significant at the 95% confidence level.
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Figure 22. Sea surface temperature (°C) and wind vector difference due to dust forcing.
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Figure 23. Precipitation rate (mm/day) difference due to dust forcing. Black line indicates where
response is statistically significant at the 95% confidence level.

-0.5

1

-50

Total Precipitation Rate
(roun/day)

Total Precipitation Rate
(ro/day)

SeaLevel Pressure (Pa)

Sea Level Pressure (Pa)

JUL: Month 4

e

JUL: Month 4

1

Total Precipitation Rate
(ro/day)

Total Precipitation Rate
(ro/day)

SeaLevel Pressure (Pa)

50

5
SeaLevel Pressure (Pa)

-50

SEP: Month 6

7= P

SEP: Month 6

-1

41

Total Precipitation Rate
(ro/day)

Total Precipitation Rate
(ruo/day)

SeaLevel Pressure (Pa)

50

5
SeaLevel Pressure (Pa)

-50

Figure 24. Sea level pressure (Pa) difference due to dust forcing. Black line indicates where response

is statistically significant at the 95% confidence level.
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Figure 25. 10 meter wind speed (m/s) difference due to dust forcing. Black line indicates where

response is statistically significant at the 95% confidence level.
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Figure 26. Latent heat flux (W m2) difference due to dust forcing. Black line indicates where

response is statistically significant at the 95% confidence level.
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Figure 31. Sea surface temperature (°C) and wind vector difference from the half dust forcing

experiment.
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Figure 32. Precipitation rate (mm/day) difference from the half dust forcing experiment. Black line
indicates where response is statistically significant at the 95% confidence level.
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Figure 34. Sea surface temperature (°C) and wind vector difference from the opposite dust forcing
experiment.
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Figure 35. Precipitation rate (mm/day) difference from the opposite dust forcing experiment. Black
line indicates where response is statistically significant at the 95% confidence level.
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opposite dust forcing experiment. Red (blue) contours are increases (decreases) in wind speeds.
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4. CONCLUSIONS AND DISCUSSION

a. Conclusions

Previous research shows that African dust has an impact on SST in the
tropical North Atlantic Ocean. Even et al. (2011) had explored the response of a
dust forcing in an idealized coupled model. In the present study, a fully coupled
model was used to investigate the coupled feedback and processes due to a dust
forcing. A control model simulation and an ensemble set of simulations were
performed to investigate this dust response. In addition, two sensitivity ensemble
sets of ensembles were performed to check for linearity.

Two major features were found in performing this experiment. A strong
direct response of cooler SSTs was present off the western coast of Africa. This
feature works to generate the negative phase of the AMM. The tropical response
extends several months after the forcing event is over and is present in regions that
are not directly forced by the dust. Further, an indirect response occurred due to
coupled ocean-atmosphere processes in the model, including changes in wind and a
large shift of the ITCZ during boreal winter. The ITCZ appears to shift southward
and extend over land, causing an increase in precipitation over the Nordeste region
of Brazil. The mechanism identified to be responsible for the westward and
equatorward evolution of this tropical response is the WES feedback.

Two sensitivity experiments were performed to investigate the linearity of the
response: the first experiment used half the amplitude of the original dust forcing, and

the second used the opposite polarity of the original dust forcing. The model with only
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half the amplitude of the dust forcing reproduced similar results as that of the
original simulation. The model with the negative forcing did not produce linear
results. This response was far less consistent with the original forcing than the half

forcing result, in that the response was widespread and irregular.

b. Discussion and Future Work

The most obvious implications of this dust forced tropical response include
the displacement of the ITCZ and changes in the precipitation pattern in the tropics,
primarily South America. This study also supports previous work that has identified
a significant response due to African dust in the tropics.

Some caveats to note with this experiment include that this only explores the
direct response to forcing in a fully coupled model, not the indirect response to
cloud microphysics, aerosols, etc., which may have a significant effect. Also, this
experiment only forces the model at the surface and changes in the whole
atmosphere heating rate may affect the response. Lastly, as with any model, biases
exist.

To further this study, many paths exist. An important next step is to check
for observational consistency to see if the same variations are present in nature.
Composite analysis of dust outbreaks can be performed and long-term records of
precipitation in Brazil can be compared with the precipitation result found. Itis
worth investigating whether the response of the ITCZ is due to the change in SST or

due to the coupled response in the tropics. A way to do this would be to check the



ITCZ response in an uncoupled model. Another point of interest is to understand
better the mid-latitude response and whether or not that response is a realistic
teleconnection to the tropical response. It would also be interesting to look at the
time evolution of the dust forcing. Lastly, it is key to broadly understand if the

results from this experiment imply any useful predictability.
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